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Abstract
In 2020, the term ‘infodemic’ rose from relative obscurity to becoming a popular catch-
all metaphor, representing the perils of fast, wide-spreading (false) information about the 
coronavirus pandemic. It featured in thousands of academic publications and received 
widespread attention from policymakers and the media. In this article, we trace the 
origins and use of the ‘infodemic’ metaphor and examine the blind spots inherent in 
this seemingly intuitive term. Drawing from literature in the cognitive sciences and 
communication studies, we show why information does not spread like a virus and 
point out how the ‘infodemic’ metaphor can be misleading, as it conflates multiple 
forms of social behaviour, oversimplifies a complex situation and helps constitute a 
phenomenon for which concrete evidence remains patchy. We point out the existing 
tension between the usefulness of the widespread use of the term ‘infodemic’ and its 
uncritical adoption, which we argue can do more harm than good, potentially diluting 
the quality of academic work, public discourse and contributing to state overreach in 
policymaking.
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Introduction

Sometimes, sentences can unexpectedly take on a life of their own. Under the heading 
‘Managing the 2019-nCoV “infodemic”’, the World Health Organization (WHO, 2020c) 
wrote in a situation report on 2 February 2020: ‘The 2019-nCoV outbreak and response 
has been accompanied by a massive “infodemic”– an over-abundance of information – 
some accurate and some not – that makes it hard for people to find trustworthy sources 
and reliable guidance when they need it’. WHO Director-General Tedros Adhanom 
Ghebreyesus re-iterated the sentiment 2 weeks later, saying, ‘We are not just fighting an 
epidemic; we’re fighting an infodemic. Fake news spreads faster and more easily than 
this virus, and is just as dangerous’ (Ghebreyesus, 2020).

A metaphor was born.1 In the following months, journalistic accounts and scientific 
works referencing or addressing the concept of an ‘infodemic’ flourished and finally 
culminated – for the time being – in a conference hosted by the WHO (2020a) in July 
2020, which aimed to advance and ‘defin[e] the scientific discipline of infodemiology 
and establish a community of practice and research’ around ‘infodemics’, while the UK 
parliament’s Digital, Culture, Media and Sport Committee (2020) published a report on 
‘Misinformation in the COVID-19 “Infodemic”’ with recommendations for how the UK 
government should respond.

More than a year has passed since the ‘infodemic’ entered the public consciousness. 
This presents a good opportunity to take stock. We argue that what has been missing to 
date is a critical reflection on the term, concept and metaphor ‘infodemic’, its associated 
understandings and uses, as well as the potential wider implications of both. This article 
seeks to address this gap. We analyse the origins and the recent use of the term ‘info-
demic’ in an effort to understand its meaning and popularity. Drawing on literature from 
metaphor studies, communication and cognitive science, we then critically interrogate its 
use in academic, media and policy circles, arguing that journalistic and academic uses 
and responses to the ‘infodemic’ have contributed to a narrative that posits ‘infodemics’ 
as a powerful concept, disregarding conceptual flaws and constituting a phenomenon as 
true, despite evidence to the contrary.2 We provide arguments for the reasons behind this 
and explain the trade-off between the usefulness of a concept that sounds intuitive to 
multiple audiences and the drawbacks of the uncritical adoption of the same term. 
Finally, we conclude with a reflection on some potential wider implications of this recent 
development for science and policy which, as we argue, ties into long-standing dis-
courses and ‘moral panics’ around the existence and effect of mis- and disinformation.

The rise and use of ‘infodemic’

Public health emergencies have long been accompanied by rumours and a deluge of 
information of varying quality about their origins and spread as well as interventions 
against them (Stalcup, 2020). Medical misinformation, particularly in these contexts, is 
known for having multiple short- and long-term consequences, and both its presence and 
its correction can often have systemic effects (Southwell et al., 2018, 2019). The term – 
or more specifically, the metaphor – ‘infodemic’ to describe some of these, however, was 
not coined until 2003 when political analyst David J Rothkopf (2003) first used it in a 
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commentary for the Washington Post in the context of the severe acute respiratory syn-
drome (SARS) outbreak. Yet, the term did not see widespread uptake in the following 
years. According to Google Trends, search interest for ‘infodemic’ was mostly absent in 
the period from 2004 to 2020, but rapidly rose after the WHO adopted it in February 
2020.3 Running a MediaCloud search for all mentions of the term in international news 
media produced similar results.4 In the period 2010–2020, we found 61 stories referenc-
ing ‘infodemic’, while the same search for 2020–2021 resulted in 14,301 published sto-
ries. This recent spike in use is also evidenced by a cursory search for ‘infodemic’ on the 
websites of various leading international publications. In the period from 1 January 2020 
to 1 January 2021, the British newspaper The Guardian, for instance, ran approximately 
65 stories referring in some form to ‘infodemic’. During the same period, BBC News 
Online ran 73, Mail Online 64, the New York Times 30 and the Financial Times 26 sto-
ries. All these publications did not seem to have run a single story referencing the term 
in the period from 1 January 2000 to 1 January 2020, with the exception of the New York 
Times for which we found one story during this time.

A similar trend has been visible in academic publishing. Until the end of 2019, the 
total number of articles on Google Scholar containing the term ‘infodemic’ amounted to 
54. As of 1 January 2021, this had risen to more than 4500, including articles in fields as 
diverse as data science, media and communication, education, human geography, immu-
nology and cardiovascular medicine. While these numbers cannot claim to be representa-
tive, they provide some indication of the general salience of the term and its use in 
academia as well as in (elite national) media publications, which still somewhat influ-
ence the agenda of other media (Golan, 2006; Lim, 2006), thus ultimately also shaping 
the wider public arena and public discourse (Schroeder, 2018).

Given the scope of this article, we cannot provide a comprehensive account or analy-
sis of the use and evolution of the term in journalistic and academic accounts. Instead, we 
present key examples that speak to its use in recent years and, in particular, over the 
course of 2020. Eysenbach (2002) is generally credited with creating the term ‘infodemi-
ology’ to describe the study of ‘the determinants and distribution of health information 
and misinformation’ (p. 763) and later, attempts at digital disease detection (Brownstein 
et al., 2009; Eysenbach, 2006). The linguistic relative ‘infodemic’, however, is generally 
ascribed to Rothkopf (2003) who initially used it to denote a situation where ‘a few facts, 
mixed with fear, speculation and rumor, amplified and relayed swiftly worldwide by 
modern information technologies’ affect economies, politics and security. While 
Rothkopf (2003) coined the portmanteau in the context of the SARS outbreak, he also 
saw the term as having wider applicability, for instance, in the ‘response to terrorism 
[events] and even to relatively minor occurrences such as shark sightings’. Yet, despite 
its prominent ‘birthplace’ in the Washington Post, ‘infodemic’ was only used sporadi-
cally in journalistic accounts between its coinage and its current rise to prominence, 
mostly to describe situations around major public health crises such as the swine flu and 
Ebola, in which concerns about a rapid surge in (false) information, the circulation of 
such information, as well the effects of both were plenty (Merriam-Webster: Infodemic, 
2020). This is mirrored by the modicum of academic publications featuring the term 
before 2019 (Erni, 2008; Roth and Brönnimann, 2013).
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More recent journalistic accounts (post-2019), however, seem to ignore the term’s 
original meaning and instead loosely adhere to the definition of an ‘infodemic’ as set out 
by the WHO in February 2020: an over-abundance of information, in particular mis- and 
disinformation that ‘spreads faster and more easily than this virus, and is just as danger-
ous’ (Ghebreyesus, 2020). Consequently, in these news articles, ‘infodemic’ was often 
used to describe coronavirus-related mis- and disinformation, its spread and possible 
effects (e.g. Coleman, 2020; Hollowood and Mostrous, 2020) and to frame the responses 
of technology companies or various other stakeholders including civil society to the 
same (e.g. Ahmed, 2020; Wong, 2020). However, with a few notable exceptions (e.g. 
Venkataramakrishnan, 2020), journalists seem to have treated the existence of an ‘info-
demic’ as a given, refraining from questioning the term’s applicability or usefulness or 
any in-depth discussion of its merits. Instead, the ‘infodemic’ predominantly seems to 
have been used as a hook, point of reference or to frame the pieces in question. To give 
some examples, Julia Carrie Wong (2020) writing in the Guardian in April 2020 about 
the struggle of technology companies in dealing with false coronavirus claims remarked 
that ‘Silicon Valley has responded to the “infodemic” with aggressive intervention’. In 
the Financial Times, Andrew Jack and Darren Dodd (2020) used the term to describe a 
deluge of data around Covid that have ‘contributed to an “infodemic” of distorted analy-
sis, fuelling misleading information and a politicisation of prevention measures’. 
Similarly, writing for BBC News, Carl Miller (2020) employed the term to frame far-
right attempts of spreading COVID-19 falsehoods on Facebook, writing that ‘many of us 
by now will have seen something of the “infodemic” the World Health Organization 
(WHO) warned is swirling across society’. Meanwhile, Jonathan Chadwick (2020) writ-
ing for the Daily Mail reported that ‘AI could help tackle an “infodemic” in scientific 
literature that’s making it difficult to separate fact from misinformation’. Other examples 
include Philippine news outlet Rappler, which used the term to frame the country’s prob-
lem with widely distributed falsehoods (both in relation to COVID-19 and the pandemic, 
and other issues) and the effect of the same in the ‘creation of fear, confusion, and dis-
trust in authorities’ (Macaraeg, 2020) and the Brazilian newspaper Folha de São Paulo, 
where the term – along with its variation ‘disinfodemic’ – was used to draw analogies 
between the panic driven by the disease and the panic related to President Jair Bolsonaro’s 
measures (Dias, 2020). As final and most recent examples, ‘infodemic’ has been used in 
the context of vaccination campaigns. India’s The Wire referred to the ‘infodemic’ to help 
explain vaccine hesitancy, which has been partially furthered by ‘social media [which] 
has been used to spread all manner of fears about the vaccine and doubts about the dis-
ease itself’ (Kumar, 2021). Similarly, South African Daily Maverick employed the term 
to discuss the country’s problems with vaccine hesitancy and false information surround-
ing vaccines (Benjamin, 2021).

Not unlike the media coverage, a large number of grey literature and recent academic 
publications analysed for this article seemed to treat the existence of an ‘infodemic’ as a 
given too, again often using the term as a framing device or shorthand. A recent WHO 
whitepaper, for example, identified issues and potential solutions to the ‘infodemic’ but 
did little in terms of defining or questioning the term itself (WHO, 2020b), using it mostly 
as a framing device, something that can also be observed in a 2020 policy report on 
responses to the ‘infodemic’ by the international Forum on Information and Democracy 
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(Ressa et al., 2020). Similarly, a Royal Society and British Academy joint report pub-
lished in October 2020 employed the term to warn about potential challenges to COVID-
19 vaccine deployments, however, without questioning its applicability (Mills et al., 
2020). Similarly, two editorials published in The Lancet in February and July 2020 spelt 
out how the ‘infodemic’ should be fought and how scientific publishers should adapt to 
the ‘infodemic’, yet both withheld any nuanced discussion of the term’s meaning (The 
Lancet Infectious Diseases, 2020; Zarocostas, 2020). Other scholars employed the term to 
frame their research on the diffusion of COVID-19-related information on social media 
(Cinelli et al., 2020), online search behaviour related to the COVID-19 pandemic (Rovetta 
and Bhagavathula, 2020), or the circulation of misinformation on Twitter (Pulido et al., 
2020). Gazendam et al. (2020) speak of an ‘infodemic’ around a ‘disproportionate number 
of commentaries and opinion pieces [published] in high-impact-factor [scientific] jour-
nals’, which potentially make it difficult for clinicians ‘to discern opinion from evidence 
and data-driven facts from expert conjecture’, and while some authors restrict the term 
‘infodemic’ to ‘the perils of excessive volume of information in relation to COVID-19’ 
(Erku et al., 2021), others equate the term with the general spread of disinformation 
(Bechmann, 2020), as well as the ‘rapid spread of information of all kinds’, including 
unreliable information, rumours, gossip and conspiracy theories during the pandemic 
(Datta et al., 2020; El Kihal et al., 2019; Rathore and Farooq, 2020).

In summary, in the months since the original WHO report and the WHO Director 
General’s statement, interest in and use of ‘infodemic’ as a term and concept has grown 
strongly, with different actors (e.g. journalists, activists, academics) and scientific disci-
plines (e.g. computer science, public health management, communication) using the 
term, mostly to frame research and to tie their work to what is clearly seen as a salient 
topic. As a concept, it clearly resonates well with multiple audiences, evidenced by how 
it has quickly been adopted by stakeholders from multiple fields. And it would be hard 
to argue that this development has not been useful, even if just to bring a global com-
munity of experts together and to prime them to think of solutions to rein in the spread 
of (medical) mis- and disinformation and ensure the circulation of accurate information 
during the pandemic’s early days. Yet, we argue that the drawbacks of the indiscriminate 
use of this term cannot be ignored. The speedy uptake of the idea and term ‘infodemic’, 
as well as the lack of scrutiny around its use, raises questions of which two stand out. The 
first concerns the usefulness and explanatory power of the term: How well does the term 
explain the phenomena it claims to describe, especially since those phenomena seem to 
be so diverse? The second question focuses on the reasons and implications of using the 
term: Why are people using it and what might be the ramifications? In the following, we 
will critically interrogate both, before concluding with a reflection on some potential 
wider implications.

Dissecting the ‘infodemic’

Despite the use of ‘infodemic’ to anchor and frame research from a multitude of discipli-
nary backgrounds, the term ‘infodemic’ has mainly been used to (1) describe the spread 
and assumed effect of (mis)information around the coronavirus pandemic and (2) to 
describe the wealth and strong growth of available information around the pandemic and 
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related topics. Below, we discuss and critique each in turn. As a key aim of this article is 
a critical reflection of the ‘infodemic’ metaphor, its use and meaning and the potential 
implications of either, some background on metaphors is needed.

The study of metaphors has a long and rich history spanning diverse fields such as 
philosophy, linguistics and cognitive science. Their impact and use around diseases has 
been studied by various scholars, for example, on cancer and AIDS (Sontag, 1978, 1989), 
or more recently on swine flu and Zika (Nerlich and Koteyko, 2012; Ribeiro et al., 
2018).5 Following Lakoff and Johnson (1980), Slupska (2020) argues that metaphors are 
central to human cognition and have a causal role in partially ‘determining an agent’s 
judgements or choice behaviour’ (p. 3) – the agents in this case being, for example, jour-
nalists or policymakers. As descriptive figures of speech, metaphors ‘generate mental 
models that carry over associations from one domain to another’ but other than analo-
gies, which compare two objects, concepts or phenomena, metaphors go further by 
asserting that A is B (Slupska, 2020: 5). Given its widespread use, ‘infodemic’ would 
likely fall into what Slupska (2020) terms strong metaphors: ‘commonly in use, rich in 
background implication and strong in the sense that they create a more powerful link 
than mere comparison’. (p. 3). These strong metaphors are constitutive, creating mental 
models for what they describe: in this case, for example, that (mis-/dis)-information is 
and spreads like a virus, and infects and affects people like a disease.

Various authors have highlighted the uses of metaphors. Lakoff (1993), for instance, 
emphasises that ‘metaphors [are] the main mechanism through which we comprehend 
abstract concepts and perform abstract reasoning’ (p. 244), thus allowing us, for exam-
ple, to solidify ‘ambiguous dangers into tangible threats’ and to ‘focus attention on par-
ticular issues and frame those issues in ways that demand specific solutions’ (Draper, 
2020: 7, also Schön, 1993). Paraphrasing Young (2001), Draper (2020) further argues 
that metaphors also afford the opportunity to ‘make chaotic situations feel controllable’ 
(p. 8) – all aspects that arguably apply here. Having briefly contextualised metaphors and 
their uses, in the next section we will look at the ‘infodemic’ metaphor in more detail, 
first interrogating its explanatory power before turning to the implications of its use.

‘Infodemic’ as a flawed concept and metaphor

A first critique is that the epidemiology metaphor when it comes to the existence and 
spread of (false) information might be intuitive but is also misleading. Such metaphors are 
not a new phenomenon. As described above, it is natural to look for convenient metaphors 
to describe what is still not well understood – a tendency that we will discuss later in this 
article. As Mercier (2020) notes, comparisons to epidemiology in talking about informa-
tion and communicative phenomena have a long history, as evidenced by French poly-
math Gustave Le Bon6 who wrote in 1897 that ‘ideas [. . .] and beliefs possess a power of 
contagion as intense as that of microbes’ (p. 96). More recent examples include Rushkoff’s 
(1996) idea of ‘viral media’ with the talk of contagion and viruses having become ubiqui-
tous in recent years to describe the effects of social media (Mercier, 2020: 96).

A first problem with the assertion that information spreads like a virus (Andrews, 
2019; Holland, 2020; Holzwarth, 2020) concerns the objects that are spreading: what 
exactly counts as the virus in the analogy? Is every claim about COVID-19 like a 
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separate viral strain, or are different versions of a story like different lineages of the same 
virus? What about ‘true stories’, those not labelled as false or misleading? Should they 
also be seen as a virus? A key flaw of this epidemiological comparison is that from a 
biological point of view real epidemics have a single, well-defined cause – a virus whose 
strains can be sequenced, identified and traced back to their origins. The spread of infor-
mation, on the contrary, often involves independent sources, unclear origins of ideas and 
information, varied content quality, fuzzy boundaries and plenty of context-dependent 
interpretation.

A second problem revolves around the idea of information being infectious. From the 
beginning, the use of epidemiological language to describe communication and informa-
tion was linked to the irrational, with a susceptible public getting ‘infected’ with infor-
mation, turning into (unknowing) hosts who not only succumb to it but also unwittingly 
carry it across to others. One explanation for such comparisons might be the etymologi-
cal link between communication and communicable diseases (illnesses caused by viruses 
or bacteria that people or animals spread to one another), with the origin of both terms in 
the Latin communicare (to share). And indeed, both information and diseases can be and 
are being shared among people and propagated. It is, therefore, to some extent reasona-
ble that people would employ communication metaphors to describe disease transmis-
sion and vice versa. Yet, while this indicates a context in which the infodemic metaphor 
may be accurate and apt, it ignores the aspect of intent. Diseases are usually not shared 
intentionally whereas information sharing (in other words, communicating) is usually 
intentional. For instance, the key distinction between dis- and misinformation (Southwell 
et al., 2018; Vraga and Bode, 2020) is on the type of intent (disinformation being shared 
with the intent and knowledge that it causes harm, with misinformation lacking this fea-
ture and being shared for other, diverse reasons). However, both share the intent, which 
is generally not the case for germs, virus and the diseases they cause.

In addition, such epidemiological models of information consumption and communi-
cation often posit passive audiences becoming ‘infected with information’ against their 
will (Jenkins et al., 2013: 19), thus not only ignoring cognitive mechanisms of informa-
tion uptake and sharing which counter such claims, but a large body of research that 
demonstrates audience’s active decision-making in what to consume, what to believe and 
whom to share it with (Mercier, 2020: 17; Phillips and Milner, 2017).7 Notably, this dis-
cussion is also behind the notion of complex contagion, which describes how the spread 
of behaviour differs from a simple contagion process, in that multiple sources of expo-
sure to a new behaviour are usually required before an individual adopts a change of 
behaviour (Centola and Macy, 2007). More recently, information spread, too, has been 
described as complex contagion (Guilbeault et al., 2018; Törnberg, 2018), including 
some evidence that true and false headlines spread differently (Aral, 2020; Vosoughi 
et al., 2018). This difference seems to be explained by the psychological tradition of 
dual-process theories of reasoning, which describe human cognition as split between 
autonomous intuitive processes, such as taking news at face value, and slower analytical 
processes, such as consciously deliberating whether a news headline is true or not (Bago 
et al., 2020; Pennycook and Rand, 2019).

A third problem concerns the distribution dynamics of digital content in online social 
networks, which have often been described in epidemiological terms. Nowadays, 
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countless tools allow users to track the online diffusion of content and to measure its 
‘virality’. This is certainly a useful analogy when speaking of a message that is for-
warded from a person to another, spreading widely over a social network. Yet, these tools 
also allow us to see that the analogy is misleading, as some pieces of content spread more 
in broadcast-like fashion, while others diffuse slowly, over multiple users posting and 
re-posting it (Goel et al., 2015).8 For instance, while sharing a funny cat video is an 
almost effortless task, recording a video of pouring a bucket of ice on one’s head and then 
nominating close friends to do the same involves a higher individual effort, as well as a 
potential social cost for those who do not respond to the nomination (Cheng et al., 2018; 
Cialdini, 1993; Granovetter, 1978). In an online environment, these social rules directly 
affect how different pieces of information spread (Cheng et al., 2018), dynamics which 
differ markedly from how germs or viruses disseminate. In other words, fast and wide do 
not imply viral. These differences between real viruses and information become even 
starker in the presence of coordinated information operations, which selectively amplify 
or propagate content, often for the purposes of propaganda, thus pushing the spread of 
information further away from spontaneously emerging spread (Acerbi, 2019; Aral, 
2020).

An over-abundance of information?

A second critique of the ‘infodemic’ concerns the over-abundance of information – iden-
tified as a key problem by those using the term ‘infodemic’ – which ‘makes it hard for 
people to find trustworthy sources and reliable guidance’ (WHO, 2020c). Yet, early evi-
dence and prior research seem to suggest that this claim, too, should be taken with 
caution.

Despite popular arguments which treat information, or news overload as a given with 
far-reaching, problematic consequences, the literature on the subject is more nuanced 
and often contradicts such simplistic fears (Bawden and Robinson, 2020). Instead, over-
abundance is a common feature in modern high-choice digital media environments (Van 
Aelst et al., 2017), where traditional media are now competing with a multitude of other 
digital information sources, such as social networking sites or digital-born news outlets 
(Bennett and Pfetsch, 2018). An extensive discussion of this literature goes beyond the 
scope, but we can say the following: despite many people saying that they perceive infor-
mation overload, many seem to cope well with the abundance of information they are 
exposed to and consume on a day-to-day basis (Hargittai et al., 2012; Neuman, 2016). 
Audiences have evolved skills in engaging in a sophisticated mix of attention and inat-
tention (Graber, 1988) in responding to ‘too much news’. We are largely not over-
whelmed because we are good at being inattentive or selectively attentive (Neuman, 
2016: 117, 124), having developed numerous cognitive strategies to deal with too much 
information over time (Mercier, 2020).

These findings seem to be borne out by preliminary studies conducted at the height of 
the pandemic in the spring of 2020, which suggest that many people had a fairly good 
idea of where to look for reliable information around COVID-19. Respondents in various 
countries stated that the news media have helped them understand the crisis and expressed 
consistently high levels of trust in (health) experts, scientists and health organisations 
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(Nielsen et al., 2020) as reliable sources of coronavirus information. Other research 
showed that the coronavirus crisis had substantially increased news consumption for 
mainstream media during the first peak of the crisis (Fletcher et al., 2020; Mitchell et al., 
2020; Newman et al., 2020; Shearer, 2020), which contradicts claims that a majority of 
people found it hard to identify trustworthy sources during the first wave of the pandemic 
in the spring and summer of 2020. More recent international surveys conducted in early 
2021 (Newman et al., 2021; Nielsen et al., 2021) seem to corroborate these findings, 
indicating that on average the use of and trust in news as a reliable source had grown over 
the course of 2020, with highly trusted public service media doing particularly well. At 
the same time, concerns about misinformation have not seen a significant increase 
(Newman et al., 2021: 22).9 For COVID-related information specifically, a follow-up 
study by Nielsen et al. (2021) demonstrated not only that news organisations were cen-
tral sources of information about the pandemic, but also that trust in independent experts, 
scientists and health organisations stayed high, with belief in COVID-19 misinformation 
remaining low.

Often grievances about information overload or abundance turn out to concern the 
quality of information or normative ideals of how citizens should inform themselves 
about current issues. Of course, this should not be taken to mean that we should not be 
concerned about multifaceted information inequalities and knowledge gaps, which can 
‘pose serious problems for individuals and society’ (Reisdorf et al., 2021: 29; Fletcher 
et al., 2020). And while more research will be necessary to fully understand the scale and 
shape of the information environment during the pandemic, preliminary and past find-
ings make some of the strongest claims around the ‘infodemic’ at least questionable. 
From this point of view, assertions that, first, there is an oversupply of information dur-
ing the current pandemic that differs markedly from ‘normal’ times and, second, that 
people are not able to navigate any oversupply, should be taken with a pinch of salt.

Adopting the ‘infodemic’: reasons and implications

So far, we have argued that the term (or metaphor) ‘infodemic’, while intuitive, is under-
theorised and exhibits several conceptual weaknesses that make its widespread use – and 
if only as a label or point of reference – problematic. In this section, we will briefly dis-
cuss potential reasons and implications of the widespread use of the term.

Buzzwords and the bandwagon effect

The use of metaphors, buzzwords and ‘loose concepts’ has a long history in academia and 
beyond. As such, the adoption of ‘infodemic’ follows previous developments around 
other loose concepts, for example, ‘fake news’ (Edson et al., 2018; Farkas and Schou, 
2018; Nielsen and Graves, 2017), ‘big data’ or ‘AI’ (Boden, 2018; boyd and Crawford, 
2012). Among the reasons that these become widely used once established is that as ‘lin-
guistic technologies’ (Bensaude Vincent, 2014), these terms and their associated concepts 
are easy to digest, ‘generate matters of concern’ and ‘set attractive goals and agendas’ (p. 
238). As outlined in the beginning, metaphors are also employed to make sense of abstract 
threats and concepts, to focus attention and demand solutions.
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We can apply all this to ‘infodemic’, too. The term is easy to grasp because its meta-
phorical character transmits meaning from an area most people intuitively understand 
from their own lived experience (the spread of contagious, communicable diseases) to an 
area that is for many more abstract (information and communication). Its simplicity and 
promotion by the WHO helped to generate a matter of concern, which is evidenced by 
the uptake of the term as demonstrated by our analysis. As such, ‘infodemic’ possesses a 
specific allure, because it helped to create a ‘trading zone’ (Bensaude Vincent, 2014: 
250) that allowed different stakeholders to communicate with each other – in this case, 
academics, journalists, funders, policymakers and the public. For academics, in particu-
lar, the use of the term seems to have held the hope of greater attention from the press, 
policymakers and the public for their work, which in turn promises to positively affect 
one’s chances in the fight for funding and reputation (Simon, 2020).

However, whatever the individual reasons for the use of the term ‘infodemic’, such 
‘jumping on the bandwagon’ poses risks, as Claude Shannon (1956) observed in his 1956 
editorial ‘The Bandwagon’ where he pleaded for academics to stop using the mathemat-
ics and the theory of information outside of communications and radio engineering. 
Shannon argued that information theory was no panacea, even for communication engi-
neers, and that although it could prove useful to other fields, establishing such applica-
tions had to go through the ‘rather tedious process of hypothesis and experimental 
validation’. He also reminded researchers of the importance of rigour in scientific publi-
cations, asking colleagues to prioritise quality over quantity. Over 60 years later, the idea 
of ‘infodemics’ faces a similar challenge: scholars and journalists have a (seemingly) 
simple and easily digestible concept at hand that is widely recognised, and it is tempting 
to apply it without much critical thought. One risk inherent in this dynamic is that it 
might drown out serious, rigorous work in a flood of what Shannon (1956) would have 
called ‘poorly conceived or half finished’ research papers, forsaking clarity and depth of 
insight for attention in the race for eyeballs and funding.

The dangers of metaphors

While a dilution of scientific quality is one possible outcome of the rallying around ‘info-
demics’, the uncritical use of the term could also have political implications, and if only 
by entrenching unhelpful imaginaries, which end up shaping policy with work based on 
questionable premises. One example is provided by recent discussions around cyberse-
curity (Slupska, 2020) where, for example, online conflicts between countries have been 
described by different actors in terms of ‘viral warfare’ (Koblentz and Mazanec, 2013), 
‘cyber ecosystems’ or ‘cyber architecture’, with each of these metaphors forming the 
basis for various policy decisions (Schön, 1993; Shimko, 1994; Slupska, 2020). During 
the current pandemic, metaphors abound, too: The United Nations Educational, Scientific 
and Cultural Organization (UNESCO, 2020) has labelled the communicative phenomena 
around the pandemic a ‘disinformation epidemic’. Others have asked if people can be 
‘vaccinated against fake news’ (University of Cambridge, 2019) or variously described 
the situation as ‘an ecosystem out of balance’ (Koulolias et al., 2018; Schudson and 
Zelizer, 2017), or phrased it in terms of an (information) ‘war’ (Cornwall, 2020; Roose, 
2020).
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Yet, paraphrasing Slupska (2020), no single metaphor will fully capture the nuances 
of the spread and impact of information and mis- and disinformation. On the contrary, 
playing fast and loose with metaphors can also have potentially negative consequences. 
While ‘infodemic’ might capture the scale of (bad) information around the current pan-
demic, it risks mischaracterising the nature, origin and effects. As Brennen et al. (2020) 
write, ‘unlike the pandemic itself, there is no single root cause behind the spread of [mis]
information’ – an observation that echoes and acknowledges that people’s behaviour, 
especially online, is diverse and ambivalent (Phillips and Milner, 2017) and that informa-
tion is produced, distributed and consumed for a variety of reasons (Jenkins et al., 2013: 
13) – properties not captured by the term ‘infodemic’. In that sense, the term is reminis-
cent of what sociologist Philippe Corcuff has termed ‘bulldozer concepts’: concepts that 
are so all-encompassing that they flatten out and homogenise all complexity of our life-
worlds (Illouz, 2009: 14).

Instead of providing more clarity, metaphors also often bring with them various 
implicit associations, deficiencies and omissions: for example, biological metaphors 
suggesting that information can spread on its own, much like a virus, also suggest that 
the same can be kept under control with something akin to public health measures. Using 
the metaphor of ‘the infodemic’ for a complex communicative situation also all too eas-
ily implies that there could be a single solution – or a couple of easy solutions – for a 
structural and multifaceted problem such as the spread of COVID-19 misinformation. 
And while people can learn how to identify sensationalist headlines (Roozenbeek and 
van der Linden, 2019), or even be warned about specific falsehoods they might encoun-
ter on social media (Lewandowsky and van der Linden, 2021), there is likely no such 
cure nor inoculation against misinformation itself.

Another instructive illustration for this ‘flattening’ of nuance becomes apparent when 
we briefly zoom out and consider the use of metaphors in other crisis situations (or those 
perceived as such). One example here are the discourses around so-called ‘fake news’ 
(Farkas and Schou, 2020) following Brexit and the US election in 2016, which have 
often been framed and conceptualised in metaphorical terms, with metaphors of combat 
and conflict (e.g. the so-called ‘war against disinformation’) among the most prominent 
(Hwang, 2020). A similar trend has also been evident during earlier epidemics and the 
coronavirus pandemic at large where metaphors, especially those evoking a noting of 
conflict (‘the battle against Covid’, ‘fighting the virus’, ‘war on Covid-19’) have fre-
quently been used to frame society’s response.10 While the reasons behind this are under-
standable and might even have positive effects – as Hwang (2020) explains, such a 
framing is common for other issues (e.g. the ‘war against poverty’), with conflict narra-
tives evoking the urgency of an issue, thus allowing to marshal resources – it can be 
unhelpful in other ways. These examples also illustrate the importance of the language in 
audience construction (Southwell, 2000): framing the virus as a nefarious, intentional 
agent who has to be ‘battled’ not only narrows the focus too much – it can also help to 
shift the emphasis away from structural issues and contextual factors (Southwell et al., 
2019), as well as the failures of other involved actors (e.g. governments) to respond 
adequately.11

Finally, crisis and emergency metaphors can not only obfuscate the complexity of a 
situation, they can also create an atmosphere of ‘moral panic’ (Jungherr and Schroeder, 
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2021), which potentially provides further cover for political leaders keen to exploit a 
situation. Looking specifically at the regulation of speech and information, various inter-
national leaders and governments have used the pandemic and the alleged flood of mis-
information as an excuse to pass laws that on their face often claim to address a crisis of 
mis- and disinformation but instead are often about curtailing fundamental human rights, 
such as the freedom of speech or press freedom (Novak, 2020; O’Boyle, 2020) – moves 
that mirror earlier actions around the term ‘fake news’, which allowed various political 
leaders to exploit it for smearing critical media coverage as ‘fake news’ or toughen exist-
ing laws (FT Editorial, 2019; Posetti et al., 2019).

To provide some recent examples: In Hungary, the so-called Anti-Coronavirus Act 
effectively gave Prime Minister Viktor Orbán the right to issue decrees without parlia-
mentary approval, and to arrest people on charges of disseminating false information for 
a period during the pandemic (Novak, 2020). This state of emergency briefly ended in 
June 2020 but was reimposed in November 2020 and continues at the time of writing. In 
Russia, new legislation introduced in March 2020 places potentially hefty fines of up to 
US$140,000, or even time in jail, on media outlets found guilty of deliberately spreading 
‘false’ information about matters of public safety, including COVID-19. South Africa, 
too, introduced temporary legislation in March 2020, which, among other things, makes 
publishing falsehoods about the virus and the disease punishable by law with fines or jail 
time (The Economist, 2021). As Radu (2020) has shown, to date 18 governments around 
the world have added countermeasures in response to ‘the infodemic’ via decrees and 
emergency legislation, some of them with the potential to act as a tool to stifle media 
freedom, criticism of authorities and the healthiness of the public arena. Often, specific 
actions build on ‘existing disinformation counter-measures, many of which have not 
proven their effectiveness’ (Radu, 2020: 2), with the risk of such legislation staying in 
place for longer than originally announced or intended.

Admittedly, it is difficult to attribute these actions to the term ‘infodemic’ itself. 
Instead, they are arguably more a product of a mixture of opportunism on one hand, and 
a larger discourse around falsehoods and mis- and disinformation on the other, which 
gained renewed momentum with the onset of the pandemic and in the wake of which the 
term ‘infodemic’ emerged, only to accelerate it further. Nevertheless, these examples 
highlight the risk for state overreach in crisis situations, legitimised or enabled by an 
easily digestible, salient and seemingly scientific concept.

Conclusion

The problem with ‘infodemic’ as a concept is that it is journalistically powerful, intui-
tively satisfying, and in strong resonance with personal experiences and intuition 
(Neuman, 2016: 98). However, that does not make its core assumptions any truer. 
Describing the complex communicative phenomena around a public health crisis as an 
‘infodemic’ is merely giving a new name to something we have other names for, without 
any additional explanatory power. In response, one might argue that the use of the term 
‘infodemic’ is less concerned with making fixed claims about the nature of the underly-
ing process so much as it is a territorial claim for those who want to apply their skills, a 
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signal to others that they are working in this area, or a framing device to tie one’s work 
to larger debates – something indicated by the available literature. As Löwy (1992) has 
argued, the use of loose concepts such as ‘infodemic’ can help in the construction of 
‘efficient inter-group alliances in science, and in disciplinary growth’ (p. 371). 
Interestingly, seen from this vantage point, it is perhaps understandable why the WHO 
felt it necessary to introduce and promote the concept of an ‘infodemic’ and why various 
actors employed it in their work. Faced with a rapidly developing situation and clear 
instances of harmful content with the potential to undermine public health messaging 
around the novel coronavirus, adopting the term seems to have allowed the WHO to 
bring together a broad coalition of actors to take up medical mis- and disinformation as 
a serious issue and search for countermeasures and solutions. Contrary to the problems 
identified earlier, there is an argument to be made here that the ‘infodemic’ was a useful 
interdisciplinary concept inasmuch as it acted as a ‘rallying cry’, which helped to focus 
minds and create action.

Notwithstanding this, we argue that such an approach always entails risks and also did 
so in this particular instance: apart from the issue of merely ‘filling old wine into new 
bottles’ and lack of engagement with scholars who have studied such questions in the 
past, there is a real risk of creating unhelpful and exaggerated public imaginaries as hap-
pened in earlier debates in other domains, such as digital campaigning (Karpf, 2019; 
Simon, 2019). The result can be solutions that ignore the real problems and structural 
origins of problems such as COVID-19 mis- and disinformation resulting in ineffective 
policies at best and harmful policies at worst. One concerning example of such ‘info-
demic-based’ policies are the ones proposed in the Royal Society and British Academy 
joint report published in October 2020 mentioned at the beginning, where the authors 
explicitly suggest the enforcement of criminal prosecutions for spreading misinforma-
tion, citing examples from China, Singapore and South Korea as potential inspiration 
(Mills et al., 2020). Undeniably, low-quality information or dis- and misinformation 
around health events are real and can have real consequences (Starbird et al., 2020), for 
example, ‘leading people to hold misperceptions (or false beliefs) [. . .] that may have 
downstream consequences for health, social harmony and political life’ (Southwell et al., 
2018) – even though the scale of such effects is contested. This makes these phenomena 
an important and legitimate subject of study and attention. But any theorising – and espe-
cially theorising that seeks to influence policy – must start with a clarification of the 
concepts and terminology in use. As Slupska (2020) argues, ‘metaphors do not just sug-
gest a general approach [. . .], they can prescribe specific policies’ (p. 6). Hence, it is 
pivotal that academics and journalists are mindful of the (unintended) consequences and 
risks of new and old metaphors alike, cautiously weighing explanatory power and defi-
nitional sharpness against general intelligibility and ‘catchiness’. New theoretical con-
cepts should not be introduced and used on a whim or out of fashion, but only where 
there are good reasons to do so because existing theories and concepts fail to adequately 
explain a phenomenon.

As convenient as it might be to use the language of public health and epidemiology to 
explain communicative phenomena, an ‘infodemic crisis’ validated by scientists and the 
media could very much be the justification for a further encroachment on human rights 
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or moral panics, which can contribute to a delegitimisation of democratic processes and 
institutions (Jungherr and Schroeder, 2021). With that in mind, echoing Claude Shannon’s 
plea in 1956, scholars, journalists and policymakers should not only embrace caution and 
rigour in the language and metaphors they generally choose to adopt, but also retire the 
term ‘infodemic’ in favour of more specific and accurate existing terminology. 
Admittedly, doing so will not be easy. Metaphors such as ‘infodemic’ are so appealing 
precisely because they are intuitive and reduce complexity.12 Both these traits – simplifi-
cation and accessibility – can make metaphors powerful and attractive tools for journal-
ists, scholars and policymakers to convey threats and influence public attitudes and 
behaviour in contexts where attention is a sparse resource and every piece of information 
competes with many others in the public arena (Schroeder, 2018).

So what alternatives might there be that master the delicate trade-off between gen-
erating attention, but without incurring the risks we have described? We cannot claim 
to have all the answers, but one option would be disentangling the phenomena that are 
usually lumped together under ‘infodemic’ and variously speaking, for example, of 
‘mis- and disinformation’, with especially the former increasingly used as an inclu-
sive umbrella term that comprises both malicious efforts as well as innocuous and 
unintended noise (Southwell et al., 2018). Other options, depending on the issue in 
question, could be to use ‘false information’, ‘propaganda’ or ‘conspiracy theory’ – 
terms that are well-recognised, empirically founded and reasonably precise. A head-
line such as ‘Scientists Concerned About Increasing Misinformation Around 
COVID-19’ does not necessarily forsake much impact, while being still more precise 
than ‘Scientists Warn of COVID-19 “Infodemic”’. Ultimately, however, we also need 
to acknowledge that some costs will have to be incurred, although we would argue 
that the benefits of greater precision outweigh the downsides of slightly reduced 
appeal. Abandoning metaphors such as ‘infodemic’ might make for less catchy head-
lines and articles, but so we argue, ultimately for a clearer understanding, and thus 
better responses and solutions.
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Notes

 1. Although it should be noted that the term predates these events, so it would be more accurate 
to say that the term was re-born.

 2. It should be noted here that we are not denying that individual issues are lumped together 
under the term ‘infodemic’ – such as the potential dangers posed by health-related mis- or 
disinformation – do exist.

 3. Google Trends search for ‘Infodemic’, all countries, 1 January 2004 to 1 January 2020. Please 
note that Google Trends was not available before January 2004.

 4. MediaCloud is a media analysis tool created by MIT (https://mediacloud.org/). Data are 
only available from 2009 onwards and have been gradually expanded over time. To date, it 
includes data from 25,000 media sources, in 20 languages, from over 200 countries.

 5. For an overview of the use of metaphors around the coronavirus, see the study by Nerlich 
(2020).

 6. We should also point out that, like many European scholars of his time, Le Bon was unfor-
tunately a supporter of ideas such as biological determinism and the racist belief that certain 
ethnicities had superior brains and cultures.

 7. It is perhaps worth noting here that the ‘infodemic’ metaphor seems to resonate less well 
outside of the media-effects tradition (Anderson, 2021), for instance, in culturally grounded 
approaches to understanding the influence of (mis)information (see, for example, discussions 
in Marwick (2018) and Kreiss (2018)). This is not to say anything about the relative merits of 
different research traditions in communications, only to note that the ‘infodemic’ metaphor 
seems to be more strongly tied to one of those traditions.

 8. Perhaps ironically, COVID-19 seems to show some signs of that behaviour as well, given 
the role of so-called ‘superspreaders’. In this case, both COVID-19 and information seem to 
deviate from most traditional models of viral spread.

 9. Although these numbers vary by country and differ especially for countries in the Global 
South.

10. Which has, indeed, sometimes been reminiscent of war-style tactics and measures in its 
efforts to rein in the pandemic.

11. Apart from the fact that, as we explained earlier, such a framing does not make much sense as 
viruses do not have intent.

12. The attentive reader will have noticed that we have, in fact, also used a metaphor in the very 
title of this article for some of the same reasons.

References

Acerbi A (2019) Cultural Evolution in the Digital Age. Oxford: Oxford University Press.
Ahmed I (2020) It’s time the tech giants cracked down on the anti-vaxx infodemic. The Telegraph, 

7 July. Available at: https://www.telegraph.co.uk/global-health/science-and-disease/time-
tech-giants-cracked-anti-vaxx-infodemic/ (accessed 3 March 2021).

https://orcid.org/0000-0002-0371-4653
https://orcid.org/0000-0002-2947-765X
https://mediacloud.org/
https://www.telegraph.co.uk/global-health/science-and-disease/time-tech-giants-cracked-anti-vaxx-infodemic/
https://www.telegraph.co.uk/global-health/science-and-disease/time-tech-giants-cracked-anti-vaxx-infodemic/


16 new media & society 00(0)

Anderson CW (2021) Fake news is not a virus: on platforms and their effects. Communication 
Theory 31(1): 42–61.

Andrews EL (2019) How fake news spreads like a real virus. Available at: https://engineering.
stanford.edu/magazine/article/how-fake-news-spreads-real-virus (accessed 27 July 2020).

Aral S (2020) The Hype Machine: How Social Media Disrupts Our Elections, Our Economy and 
Our Health – And How We Must Adapt. New York: HarperCollins.

Bago B, Rand DG and Pennycook G (2020) Fake news, fast and slow: deliberation reduces belief in 
false (but not true) news headlines. Journal of Experimental Psychology 129(8): 1608–1613.

Bawden D and Robinson L (2020) Information overload: an overview. In: Redlawsk DP (ed.) 
Oxford Encyclopedia of Political Decision Making. Oxford: Oxford University Press. 
Available at: https://core.ac.uk/download/pdf/286715468.pdf

Bechmann A (2020) Tackling disinformation and infodemics demands media policy changes. 
Digital Journalism 8(6): 855–863.

Benjamin P (2021) Covid-19 infodemic: communicate the facts as if your life depended on it. 
Daily Maverick, 12 January. Available at: https://www.dailymaverick.co.za/article/2021-
01-12-covid-19-infodemic-communicate-the-facts-as-if-your-life-depended-on-it/ (accessed 
26 April 2021).

Bennett WL and Pfetsch B (2018) Rethinking political communication in a time of disrupted pub-
lic spheres. Journal of Communication 68(2): 243–253.

Bensaude Vincent B (2014) The politics of buzzwords at the interface of technoscience, market 
and society: the case of ‘public engagement in science’. Public Understanding of Science 
23(3): 238–253.

Boden MA (2018) Artificial Intelligence: A Very Short Introduction. Oxford: Oxford University 
Press.

boyd d and Crawford K (2012) Critical questions for big data. Information, Communication & 
Society 15(5): 662–679.

Brennen JS, Simon FM, Howard PN, et al. (2020) Types, Sources, and Claims of COVID-19 
Misinformation (RISJ factsheet). Oxford: Reuters Institute for the Study of Journalism (RISJ). 
Available at: https://reutersinstitute.politics.ox.ac.uk/types-sources-and-claims-covid-19-mis-
information

Brownstein JS, Freifeld CC and Madoff LC (2009) Digital disease detection – harnessing the Web 
for public health surveillance. The New England Journal of Medicine 360(21): 2153–2157.

Centola D and Macy M (2007) Complex contagions and the weakness of long ties. American 
Journal of Sociology 113(3): 702–734.

Chadwick J (2020) Covid-19 has sparked the world’s first ‘infodemic’ with many people unable 
to separate fact from fiction. Daily Mail, 11 September. Available at: https://www.dailymail.
co.uk/sciencetech/article-8722673/Covid-19-sparked-worlds-infodemic-AI-provide-answer-
study-claims.html (accessed 2 March 2021).

Cheng J, Kleinberg J, Leskovec J, et al. (2018) Do diffusion protocols govern cascade growth? In: 
Proceedings of the 12th international AAAI conference on Web and social media, Palo Alto, 
CA, 25–28 June.

Cialdini RB (1993) Influence: The Psychology of Persuasion. New York: William Morrow and 
Company.

Cinelli M, Quattrociocchi W, Galeazzi A, et al. (2020) The COVID-19 Social Media Infodemic. 
ArXiv:2003.05004 [Nlin, Physics:Physics], March. Available at: http://arxiv.org/abs/2003.05004

Coleman A (2020) ‘Hundreds dead’ because of Covid-19 misinformation. BBC News, 12 August. 
Available at: https://www.bbc.co.uk/news/world-53755067 (accessed 2 March 2021).

Cornwall W (2020) Officials gird for a war on vaccine misinformation. Science 369(6499): 14–15.

https://engineering.stanford.edu/magazine/article/how-fake-news-spreads-real-virus
https://engineering.stanford.edu/magazine/article/how-fake-news-spreads-real-virus
https://core.ac.uk/download/pdf/286715468.pdf
https://www.dailymaverick.co.za/article/2021-01-12-covid-19-infodemic-communicate-the-facts-as-if-your-life-depended-on-it/
https://www.dailymaverick.co.za/article/2021-01-12-covid-19-infodemic-communicate-the-facts-as-if-your-life-depended-on-it/
https://reutersinstitute.politics.ox.ac.uk/types-sources-and-claims-covid-19-misinformation
https://reutersinstitute.politics.ox.ac.uk/types-sources-and-claims-covid-19-misinformation
https://www.dailymail.co.uk/sciencetech/article-8722673/Covid-19-sparked-worlds-infodemic-AI-provide-answer-study-claims.html
https://www.dailymail.co.uk/sciencetech/article-8722673/Covid-19-sparked-worlds-infodemic-AI-provide-answer-study-claims.html
https://www.dailymail.co.uk/sciencetech/article-8722673/Covid-19-sparked-worlds-infodemic-AI-provide-answer-study-claims.html
http://arxiv.org/abs/2003.05004
https://www.bbc.co.uk/news/world-53755067


Simon and Camargo 17

Datta R, Yadav AK, Singh A, et al. (2020) The infodemics of COVID-19 amongst healthcare pro-
fessionals in India. Medical Journal Armed Forces India 76(3): 276–283.

Dias R (2020) Um país em pânico duplo. Folha de São Paulo, 23 February. Available at: https://
www1.folha.uol.com.br/colunas/robertodias/2020/02/um-pais-em-panico-duplo.shtml 
(accessed 3 May 2021).

Digital, Culture, Media and Sport Committee (2020) Misinformation in the COVID-19 Infodemic 
(HC 234, 21 July). London: House of Commons. Available at: https://publications.parlia-
ment.uk/pa/cm5801/cmselect/cmcumeds/234/23402.htm (accessed 23 July 2020).

Draper NA (2020) Metaphors of visibility: rhetorical practices in the normalization of individual 
online image management. American Behavioral Scientist 64(11): 1627–1645.

Edson TC, Lim ZW and Ling R (2018) Defining “Fake News”. Digital Journalism 6(2): 137–153.
El Kihal F, Abouelkheir I, Rachik M, et al. (2019) Role of media and effects of infodemics and 

escapes in the spatial spread of epidemics: a stochastic multi-region model with optimal con-
trol approach. Mathematics 7(3): 304.

Erku DA, Belachew SA, Abrha S, et al. (2021) When fear and misinformation go viral: phar-
macists’ role in deterring medication misinformation during the ‘infodemic’ surrounding 
COVID-19. Research in Social and Administrative Pharmacy 17: 1954–1963.

Erni JN (2008) Almost under the same sky: reclaiming urbanity beyond an epidemic. Inter-Asia 
Cultural Studies 9(4): 598–611.

Eysenbach G (2002) Infodemiology: the epidemiology of (mis)information. The American Journal 
of Medicine 113(9): 763–765.

Eysenbach G (2006) Infodemiology: tracking flu-related searches on the web for syndromic sur-
veillance. AMIA Annual Symposium Proceedings 2006: 244–248.

Farkas J and Schou J (2018) Fake news as a floating signifier: hegemony, antagonism and the 
politics of falsehood. Javnost – The Public 25(3): 298–314.

Farkas J and Schou J (2020) Post-Truth, Fake News and Democracy: Mapping the Politics of 
Falsehood. New York; London: Routledge.

Fletcher R, Kalogeropoulos A, Simon FM, et al. (2020) Information inequality in the UK coro-
navirus communications crisis. Reuters Institute report, Reuters Institute for the Study of 
Journalism, Oxford, July. Available at: https://reutersinstitute.politics.ox.ac.uk/information-
inequality-uk-coronavirus-communications-crisis

FT Editorial (2019) Legislation against fake news is open to abuses. Financial Times, 7 April. 
Available at: https://www.ft.com/content/b1d78fc2-57b4-11e9-a3db-1fe89bedc16e (accessed 
24 July 2020).

Gazendam A, Ekhtiari S, Wong E, et al. (2020) The “infodemic” of journal publication associated 
with the novel coronavirus disease. The Journal of Bone and Joint Surgery 102(13): e64.

Ghebreyesus TA (2020) WHO: Munich Security Conference. Munich. Available at: https://www.
who.int/dg/speeches/detail/munich-security-conference (accessed 23 July 2020).

Goel S, Anderson A, Hofman J, et al. (2015) The structural virality of online diffusion. Management 
Science 62(1): 180–196.

Golan GJ (2006) Inter-media agenda setting and global news coverage: assessing the influence of 
the New York Times on three network television evening news programs. Journalism Studies 
7(2): 323–333.

Graber DA (1988) Processing the News: How People Tame the Information Tide. New York: 
Longman.

Granovetter M (1978) Threshold models of collective behavior. American Journal of Sociology 
83(6): 1420–1443.

Guilbeault D, Becker J and Centola D (2018) Complex contagions: a decade in review. In: 
Lehmann S and Ahn Y-Y (eds) Complex Spreading Phenomena in Social Systems: Influence 

https://www1.folha.uol.com.br/colunas/robertodias/2020/02/um-pais-em-panico-duplo.shtml
https://www1.folha.uol.com.br/colunas/robertodias/2020/02/um-pais-em-panico-duplo.shtml
https://publications.parliament.uk/pa/cm5801/cmselect/cmcumeds/234/23402.htm
https://publications.parliament.uk/pa/cm5801/cmselect/cmcumeds/234/23402.htm
https://reutersinstitute.politics.ox.ac.uk/information-inequality-uk-coronavirus-communications-crisis
https://reutersinstitute.politics.ox.ac.uk/information-inequality-uk-coronavirus-communications-crisis
https://www.ft.com/content/b1d78fc2-57b4-11e9-a3db-1fe89bedc16e
https://www.who.int/dg/speeches/detail/munich-security-conference
https://www.who.int/dg/speeches/detail/munich-security-conference


18 new media & society 00(0)

and Contagion in Real-World Social Networks (Computational social sciences). Cham: 
Springer International Publishing, pp. 3–25.

Hargittai E, Neuman WR and Curry O (2012) Taming the information tide: perceptions of infor-
mation overload in the American home. The Information Society 28(3): 161–173.

Holland E (2020) Why fear of the coronavirus is ‘Contagious’. Available at: https://time.
com/5804722/coronavirus-fear-contagious/ (accessed 27 July 2020).

Hollowood E and Mostrous A (2020) Fake news in the time of C-19. Tortoise, 23 March. Available 
at: https://members.tortoisemedia.com/2020/03/23/the-infodemic-fake-news-coronavirus/
content.html (accessed 25 October 2020).

Holzwarth A (2020) Social norms can spread like a virus. Available at: https://www.forbes.com/
sites/alineholzwarth/2020/04/03/social-norms-can-spread-like-a-virus/ (accessed 27 July 
2020).

Hwang T (2020) Deconstructing the disinformation war. Mediawell, Social Science Research 
Council, 1 June. Available at: http://doi.org/10.35650/MD.2053.d.2020 (accessed 26 April 
2021).

Illouz E (2009) Die Errettung der Modernen Seele. Frankfurt am Main: Suhrkamp Verlag.
Jack A and Dodd D (2020) FT health: the dangers of data. Financial Times, 4 November. Available 

at: https://www.ft.com/content/de36553c-deed-438c-bd76-f447e2750f18 (accessed 1 March 
2021).

Jenkins H, Ford S and Green J (2013) Spreadable Media: Creating Value and Meaning in a 
Networked Culture. New York: New York University Press.

Jungherr A and Schroeder R (2021) Disinformation and the structural transformations of the public 
arena: addressing the actual challenges to democracy. Social Media + Society 7(1): 1–21.

Karpf D (2019) On digital disinformation and democratic myths. Mediawell, Social Science 
Research Council, 10 December. Available at: https://mediawell.ssrc.org/expert-reflections/
on-digital-disinformation-and-democratic-myths/ (accessed 26 April 2021).

Koblentz GD and Mazanec BM (2013) Viral warfare: the security implications of cyber and bio-
logical weapons. Comparative Strategy 32(5): 418–434.

Koulolias V, Jonathan GM, Fernandez M, et al. (2018) Combating Misinformation: An Ecosystem 
in Co-creation. Paris: OECD Publishing.

Kreiss D (2018) The media are about identity, not information. In: Boczkowski P and Papacharissi 
Z (eds) Trump and the Media. Cambridge: MIT Press, pp. 93–99.

Kumar A (2021) What changed and what didn’t in one year of a pandemic and lockdown. The 
Wire, 23 March. Available at: https://thewire.in/economy/what-changed-what-didnt-one-
year-covid-pandemic-lockdown-india (accessed 25 April 2021).

Lakoff G (1993) The contemporary theory of metaphor. In: Ortony A (ed.) Metaphor and Thought. 
Cambridge: Cambridge University Press, pp. 202–251.

Lakoff G and Johnson M (1980) Metaphors We Live By. Chicago, IL: The University of Chicago 
Press.

Lewandowsky S and van der Linden S (2021) Countering misinformation and fake news through 
inoculation and prebunking. European Review of Social Psychology. Epub ahead of print 22 
February. DOI: 10.1080/10463283.2021.1876983.

Lim J (2006) A cross-lagged analysis of agenda setting among online news media. Journalism & 
Mass Communication Quarterly 83(2): 298–312.

Löwy I (1992) The strength of loose concepts – boundary concepts, federative experimental strate-
gies and disciplinary growth: the case of immunology. History of Science 30(4): 371–396.

Macaraeg P (2020) Fact-checking: a year of infodemic. Rappler, 23 December. Available at: 
https://www.rappler.com/newsbreak/iq/fact-checking-year-infodemic-2020 (accessed 26 
April 2021).

https://time.com/5804722/coronavirus-fear-contagious/
https://time.com/5804722/coronavirus-fear-contagious/
https://members.tortoisemedia.com/2020/03/23/the-infodemic-fake-news-coronavirus/content.html
https://members.tortoisemedia.com/2020/03/23/the-infodemic-fake-news-coronavirus/content.html
https://www.forbes.com/sites/alineholzwarth/2020/04/03/social-norms-can-spread-like-a-virus/
https://www.forbes.com/sites/alineholzwarth/2020/04/03/social-norms-can-spread-like-a-virus/
http://doi.org/10.35650/MD.2053.d.2020
https://www.ft.com/content/de36553c-deed-438c-bd76-f447e2750f18
https://mediawell.ssrc.org/expert-reflections/on-digital-disinformation-and-democratic-myths/
https://mediawell.ssrc.org/expert-reflections/on-digital-disinformation-and-democratic-myths/
https://thewire.in/economy/what-changed-what-didnt-one-year-covid-pandemic-lockdown-india
https://thewire.in/economy/what-changed-what-didnt-one-year-covid-pandemic-lockdown-india
https://www.rappler.com/newsbreak/iq/fact-checking-year-infodemic-2020


Simon and Camargo 19

Marwick AE (2018) Why do people share fake news? A sociotechnical model of media effects. 
Georgetown Law Technology Review 2(2): 475–512.

Mercier H (2020) Not Born Yesterday: The Science of Who We Trust and What We Believe. 
Princeton, NJ: Princeton University Press.

Merriam-Webster (2020) Infodemic. Available at: https://www.merriam-webster.com/words-at-
play/words-were-watching-infodemic-meaning (accessed 7 October 2020).

Miller C (2020) Coronavirus: far-right spreads Covid-19 ‘infodemic’ on Facebook. BBC News, 5 
May. Available at: https://www.bbc.co.uk/news/technology-52490430 (accessed 3 February 
2021).

Mills M, Rahal C, Brazel D, et al. (2020) COVID-19 Vaccine Deployment: Behaviour, Ethics, 
Misinformation and Policy Strategies. London: The Royal Society. Available at: https://roy-
alsociety.org/-/media/policy/projects/set-c/set-c-vaccine-deployment.pdf

Mitchell A, Oliphant JB and Shearer E (2020) About Seven-in-Ten U.S. Adults Say They Need to 
Take Breaks From COVID-19 News. Pew Research Center’s Journalism Project. Available 
at: https://www.journalism.org/2020/04/29/about-seven-in-ten-u-s-adults-say-they-need-to-
take-breaks-from-covid-19-news/ (accessed 27 July 2020).

Nerlich B (2020) Metaphors in the time of coronavirus. Available at: https://blogs.nottingham.
ac.uk/makingsciencepublic/2020/03/17/metaphors-in-the-time-of-coronavirus/ (accessed 11 
October 2020).

Nerlich B and Koteyko N (2012) Crying wolf? Biosecurity and metacommunication in the context 
of the 2009 swine flu pandemic. Health & Place 18(4): 710–717.

Neuman WR (2016) The Digital Difference: Media Technology and the Theory of Communication 
Effects. Cambridge: Harvard University Press.

Newman N, Fletcher R, Schulz A, et al. (2020) Digital news report 2020. Digital news report, 
Reuters Institute for the Study of Journalism, Oxford. Available at: https://www.digitalnews-
report.org/survey/2020/

Newman N, Fletcher R, Schulz A, et al. (2021) Digital news report 2021. Digital news report, 
Reuters Institute for the Study of Journalism, Oxford. Available at: https://reutersinstitute.
politics.ox.ac.uk/digital-news-report/2021

Nielsen RK and Graves L (2017) ‘News You Don’t Believe’: Audience Perspectives on Fake News 
(RISJ factsheet). Oxford: Reuters Institute for the Study of Journalism. Available at: https://
reutersinstitute.politics.ox.ac.uk/our-research/news-you-dont-believe-audience-perspectives-
fake-news (accessed 21 August 2018).

Nielsen RK, Fletcher R, Newman N, et al. (2020) Navigating the ‘infodemic’: how people in six 
countries access and rate news and information about coronavirus. Reuters Institute report, 
Reuters Institute for the Study of Journalism, Oxford. Available at: https://reutersinstitute.
politics.ox.ac.uk/infodemic-how-people-six-countries-access-and-rate-news-and-informa-
tion-about-coronavirus

Nielsen RK, Schulz A and Fletcher L (2021) An ongoing infodemic: how people in eight countries 
access news and information about coronavirus a year into the pandemic. Reuters Institute 
report, Reuters Institute for the Study of Journalism, Oxford. Available at: https://reuters-
institute.politics.ox.ac.uk/ongoing-infodemic-how-people-eight-countries-access-news-and-
information-about-coronavirus-year

Novak B (2020) Hungary moves to end rule by decree, but Orban’s powers may stay. The New 
York Times, 16 June. Available at: https://www.nytimes.com/2020/06/16/world/europe/hun-
gary-coronavirus-orban.html (accessed 27 July 2020).

O’Boyle M (2020) Mexico bill giving president emergency budget powers moves ahead. Bloomberg.
com, 30 April. Available at: https://www.bloomberg.com/news/articles/2020-04-29/mexico-
bill-giving-president-emergency-budget-powers-moves-ahead (accessed 27 July 2020).

https://www.merriam-webster.com/words-at-play/words-were-watching-infodemic-meaning
https://www.merriam-webster.com/words-at-play/words-were-watching-infodemic-meaning
https://www.bbc.co.uk/news/technology-52490430
https://royalsociety.org/-/media/policy/projects/set-c/set-c-vaccine-deployment.pdf
https://royalsociety.org/-/media/policy/projects/set-c/set-c-vaccine-deployment.pdf
https://www.journalism.org/2020/04/29/about-seven-in-ten-u-s-adults-say-they-need-to-take-breaks-from-covid-19-news/
https://www.journalism.org/2020/04/29/about-seven-in-ten-u-s-adults-say-they-need-to-take-breaks-from-covid-19-news/
https://blogs.nottingham.ac.uk/makingsciencepublic/2020/03/17/metaphors-in-the-time-of-coronavirus/
https://blogs.nottingham.ac.uk/makingsciencepublic/2020/03/17/metaphors-in-the-time-of-coronavirus/
https://www.digitalnewsreport.org/survey/2020/
https://www.digitalnewsreport.org/survey/2020/
https://reutersinstitute.politics.ox.ac.uk/digital-news-report/2021
https://reutersinstitute.politics.ox.ac.uk/digital-news-report/2021
https://reutersinstitute.politics.ox.ac.uk/our-research/news-you-dont-believe-audience-perspectives-fake-news
https://reutersinstitute.politics.ox.ac.uk/our-research/news-you-dont-believe-audience-perspectives-fake-news
https://reutersinstitute.politics.ox.ac.uk/our-research/news-you-dont-believe-audience-perspectives-fake-news
https://reutersinstitute.politics.ox.ac.uk/infodemic-how-people-six-countries-access-and-rate-news-and-information-about-coronavirus
https://reutersinstitute.politics.ox.ac.uk/infodemic-how-people-six-countries-access-and-rate-news-and-information-about-coronavirus
https://reutersinstitute.politics.ox.ac.uk/infodemic-how-people-six-countries-access-and-rate-news-and-information-about-coronavirus
https://reutersinstitute.politics.ox.ac.uk/ongoing-infodemic-how-people-eight-countries-access-news-and-information-about-coronavirus-year
https://reutersinstitute.politics.ox.ac.uk/ongoing-infodemic-how-people-eight-countries-access-news-and-information-about-coronavirus-year
https://reutersinstitute.politics.ox.ac.uk/ongoing-infodemic-how-people-eight-countries-access-news-and-information-about-coronavirus-year
https://www.nytimes.com/2020/06/16/world/europe/hungary-coronavirus-orban.html
https://www.nytimes.com/2020/06/16/world/europe/hungary-coronavirus-orban.html
https://www.bloomberg.com/news/articles/2020-04-29/mexico-bill-giving-president-emergency-budget-powers-moves-ahead
https://www.bloomberg.com/news/articles/2020-04-29/mexico-bill-giving-president-emergency-budget-powers-moves-ahead


20 new media & society 00(0)

Pennycook G and Rand DG (2019) Lazy, not biased: susceptibility to partisan fake news is better 
explained by lack of reasoning than by motivated reasoning. Cognition 188(0): 39–50.

Phillips W and Milner RM (2017) The Ambivalent Internet: Mischief, Oddity, and Antagonism 
Online. Cambridge: Polity Press.

Posetti J, Simon FM and Shabbir N (2019) What if scale breaks community? Rebooting audience 
engagement when journalism is under fire. Reuters Institute Report, Reuters Institute for 
the Study of Journalism, Oxford, October. Available at: https://reutersinstitute.politics.ox.ac.
uk/our-research/what-if-scale-breaks-community-rebooting-audience-engagement-when-
journalism-under

Pulido CM, Villarejo-Carballido B, Redondo-Sama G, et al. (2020) COVID-19 infodemic: 
more retweets for science-based information on coronavirus than for false information. 
International Sociology 35(4): 377–392.

Radu R (2020) Fighting the ‘Infodemic’: legal responses to COVID-19 disinformation. Social 
Media + Society 6(3): 1–4.

Rathore FA and Farooq F (2020) Information overload and infodemic in the COVID-19 pandemic. 
The Journal of the Pakistan Medical Association 3(5): 162–165.

Reisdorf B, Blank G, Bauer J, et al. (2021) Information seeking patterns and COVID-19 in the 
United States. Journal of Quantitative Description: Digital Media. Epub ahead of print 26 
April. DOI: 10.51685/jqd.2021.003.

Ressa M, Schaake M and Halgand-Mishra D (2020) Working Group on Infodemics: Design a 
Policy Framework. Forum on Information & Democracy. Available at: https://information-
democracy.org/working-groups/concrete-solutions-against-the-infodemic/

Ribeiro B, Hartley S, Nerlich B, et al. (2018) Media coverage of the Zika crisis in Brazil: the 
construction of a ‘war’ frame that masked social and gender inequalities. Social Science & 
Medicine 200: 137–144.

Roose K (2020) Get ready for a vaccine information war. The New York Times, 13 May. Available 
at: https://www.nytimes.com/2020/05/13/technology/coronavirus-vaccine-disinformation.
html (accessed 27 July 2020).

Roozenbeek J and van der Linden S (2019) Fake news game confers psychological resistance 
against online misinformation. Palgrave Communications 5(1): 65.

Roth F and Brönnimann G (2013) Risk analysis using the internet for public risk communica-
tion. Focal report/Crisis and Risk Network (CRN) no. 8. Zürich: Center for Security Studies 
(CSS), Eidgenössische Technische Hochschule Zürich, August 2013.

Rothkopf DJ (2003) When the buzz bites back. The Washington Post, 11 May. Available at: http://
www1.udel.edu/globalagenda/2004/student/readings/infodemic.html (accessed 18 June 
2020).

Rovetta A and Bhagavathula AS (2020) COVID-19-related web search behaviors and infodemic 
attitudes in Italy: infodemiological study. JMIR Public Health and Surveillance 6(2): e19374.

Rushkoff D (1996) Media Virus!: Hidden Agendas in Popular Culture. 7th ed. New York: 
Ballantine Books.

Schön DA (1993) Generative metaphor: a perspective on problem-setting in social policy. In: 
Ortony A (ed.) Metaphor and Thought. Cambridge: Cambridge University Press, pp. 137–
163.

Schroeder R (2018) Social Theory after the Internet. London: UCL Press.
Schudson M and Zelizer B (2017) Fake news in context. In: Understanding and Addressing 

the Disinformation Ecosystem. Annenberg School for Communication, University of 
Pennsylvania, 15 December, pp. 1–7. Available at: https://firstdraftnews.org/wp-content/
uploads/2018/03/The-Disinformation-Ecosystem-20180207-v2.pdf

Shannon C (1956) The bandwagon. IRE Transactions on Information Theory 2(1): 3.

https://reutersinstitute.politics.ox.ac.uk/our-research/what-if-scale-breaks-community-rebooting-audience-engagement-when-journalism-under
https://reutersinstitute.politics.ox.ac.uk/our-research/what-if-scale-breaks-community-rebooting-audience-engagement-when-journalism-under
https://reutersinstitute.politics.ox.ac.uk/our-research/what-if-scale-breaks-community-rebooting-audience-engagement-when-journalism-under
https://informationdemocracy.org/working-groups/concrete-solutions-against-the-infodemic/
https://informationdemocracy.org/working-groups/concrete-solutions-against-the-infodemic/
https://www.nytimes.com/2020/05/13/technology/coronavirus-vaccine-disinformation.html
https://www.nytimes.com/2020/05/13/technology/coronavirus-vaccine-disinformation.html
http://www1.udel.edu/globalagenda/2004/student/readings/infodemic.html
http://www1.udel.edu/globalagenda/2004/student/readings/infodemic.html
https://firstdraftnews.org/wp-content/uploads/2018/03/The-Disinformation-Ecosystem-20180207-v2.pdf
https://firstdraftnews.org/wp-content/uploads/2018/03/The-Disinformation-Ecosystem-20180207-v2.pdf


Simon and Camargo 21

Shearer E (2020) Local news is playing an important role for Americans during COVID-19 outbreak. 
Pew Research Center. Available at: https://www.pewresearch.org/fact-tank/2020/07/02/
local-news-is-playing-an-important-role-for-americans-during-covid-19-outbreak/ (accessed 
27 July 2020).

Shimko KL (1994) Metaphors and foreign policy decision making. Political Psychology 15(4): 
655–671.

Simon FM (2019) “We power democracy”: exploring the promises of the political data analytics 
industry. The Information Society 35(3): 158–169.

Simon FM (2020) Pivoting in times of the coronavirus. In: Keidl DK, Melamed L, Hediger V, 
et al. (eds) Pandemic Media: Preliminary Notes toward an Inventory. Lüneburg: Meson 
Press, pp. 61–67.

Slupska J (2020) War, health and ecosystem: generative metaphors in cybersecurity governance. 
Philosophy & Technology. Epub ahead of print 22 April. DOI: 10.1007/s13347-020-00397-5.

Sontag S (1978) Illness as Metaphor. New York: Farrar, Straus and Giroux.
Sontag S (1989) AIDS and Its Metaphors. New York: Farrar, Straus and Giroux.
Southwell BG (2000) Audience construction and AIDS education efforts: exploring communica-

tion assumptions of public health interventions. Critical Public Health 10(3): 313–319.
Southwell BG, Niederdeppe J, Cappella JN, et al. (2019) Misinformation as a misunderstood chal-

lenge to public health. American Journal of Preventive Medicine 57(2): 282–285.
Southwell BG, Thorson EA and Sheble L (2018) Introduction: misinformation among mass audi-

ences as a focus for inquiry. In: Southwell BG, Thorson EA and Sheble L (eds) Misinformation 
and Audiences. Austin, TX: University of Texas Press, pp. 1–11.

Stalcup M (2020) The invention of infodemics: on the outbreak of Zika and rumors. Somatosphere 
16 March. Available at: http://somatosphere.net/2020/infodemics-zika.html/ (accessed 28 
May 2020).

Starbird K, Spiro ES and Koltai K (2020) Misinformation, crisis, and public health – reviewing the 
literature (VV1.0). Available at: http://doi.org/10.35650/MD.2063.d.2020

The Economist (2021) Inconvenient truths: censorious governments are abusing “fake news” laws, 
13 February. Available at: https://www.economist.com/international/2021/02/13/censorious-
governments-are-abusing-fake-news-laws (accessed 26 February 2021).

The Lancet Infectious Diseases (2020) The COVID-19 infodemic. The Lancet Infectious Diseases 
20(8): 875.

Törnberg P (2018) Echo chambers and viral misinformation: modeling fake news as complex 
contagion. PLoS One 13(9): e0203958.

United Nations Educational, Scientific and Cultural Organization (UNESCO) (2020) Combating 
the disinfodemic: working for truth in the time of COVID-19. Available at: https://en.unesco.
org/covid19/disinfodemic (accessed 23 July 2020).

University of Cambridge (2019) Fake news ‘vaccine’ works: ‘pre-bunk’ game reduces suscep-
tibility to disinformation. Available at: https://www.cam.ac.uk/research/news/fake-news-
vaccine-works-pre-bunk-game-reduces-susceptibility-to-disinformation (accessed 27 July 
2020).

Van Aelst P, Strömbäck J, Aalberg T, et al. (2017) Political communication in a high-choice 
media environment: a challenge for democracy? Annals of the International Communication 
Association 41(1): 3–27.

Venkataramakrishnan S (2020) The real fake news about Covid-19. Financial Times, 25 August. 
Available at: https://www.ft.com/content/e5954181-220b-4de5-886c-ef02ee432260 (accessed 10 
April 2021).

Vosoughi S, Roy D and Aral S (2018) The spread of true and false news online. Science 359(6380): 
1146–1151.

https://www.pewresearch.org/fact-tank/2020/07/02/local-news-is-playing-an-important-role-for-americans-during-covid-19-outbreak/
https://www.pewresearch.org/fact-tank/2020/07/02/local-news-is-playing-an-important-role-for-americans-during-covid-19-outbreak/
http://somatosphere.net/2020/infodemics-zika.html/
http://doi.org/10.35650/MD.2063.d.2020
https://www.economist.com/international/2021/02/13/censorious-governments-are-abusing-fake-news-laws
https://www.economist.com/international/2021/02/13/censorious-governments-are-abusing-fake-news-laws
https://en.unesco.org/covid19/disinfodemic
https://en.unesco.org/covid19/disinfodemic
https://www.cam.ac.uk/research/news/fake-news-vaccine-works-pre-bunk-game-reduces-susceptibility-to-disinformation
https://www.cam.ac.uk/research/news/fake-news-vaccine-works-pre-bunk-game-reduces-susceptibility-to-disinformation
https://www.ft.com/content/e5954181-220b-4de5-886c-ef02ee432260


22 new media & society 00(0)

Vraga EK and Bode L (2020) Defining misinformation and understanding its bounded nature: 
using expertise and evidence for describing misinformation. Political Communication 37(1): 
136–144.

Wong JC (2020) Tech giants struggle to stem ‘infodemic’ of false coronavirus claims. The 
Guardian, 10 April. Available at: https://www.theguardian.com/world/2020/apr/10/tech-
giants-struggle-stem-infodemic-false-coronavirus-claims (accessed 2 March 2021).

World Health Organization (WHO) (2020a) 1st WHO Infodemiology Conference. Available at: 
https://www.who.int/news-room/events/detail/2020/06/30/default-calendar/1st-who-infode-
miology-conference (accessed 23 July 2020).

World Health Organization (WHO) (2020b) Managing the COVID-19 Infodemic – Call for Action. 
Available at: https://apps.who.int/iris/bitstream/handle/10665/334287/9789240010314-eng.
pdf (accessed 30 September 2020).

World Health Organization (WHO) (2020c) Novel coronavirus(2019-nCoV). Situation report 13, 
2 February. Geneva: WHO. Available at: https://www.who.int/docs/default-source/coronavi-
ruse/situation-reports/20200202-sitrep-13-ncov-v3.pdf (accessed 10 June 2020).

Young JJ (2001) Risk(ing) metaphors. Critical Perspectives on Accounting 12(5): 607–625.
Zarocostas J (2020) How to fight an infodemic. The Lancet 395(10225): 676.

Author biographies

Felix M Simon is a Leverhulme Doctoral Scholar at the Oxford Internet Institute (OII) at the 
University of Oxford and a Knight News Innovation Fellow at Columbia University’s Tow Center 
for Digital Journalism. He works as a research assistant at the Reuters Institute for the Study of 
Journalism (RISJ) at the University of Oxford. As a member of the Leverhulme Doctoral Centre 
‘Publication beyond Print’, he is researching the implications of Artificial Intelligence in journal-
ism and the news industry. His research interests are around digital media, political communica-
tion and the transformation of the news.

Chico Q Camargo is a Lecturer in Computer Science at the University of Exeter, a research associ-
ate at the Oxford Internet Institute, University of Oxford, and at St Benet’s Hall, University of 
Oxford, and a Board Member of the Young Researchers of the Complex Systems Society. He is 
also affiliated with the University of Exeter Institute for Data Science and Artificial Intelligence. 
In his research, he combines approaches from the natural, social and computational sciences to 
study the evolution of information. His work, developed in multidisciplinary collaborations with 
physicists, psychologists, mathematicians and political scientists, has resulted in multiple knowl-
edge exchange opportunities with policymakers.

https://www.theguardian.com/world/2020/apr/10/tech-giants-struggle-stem-infodemic-false-coronavirus-claims
https://www.theguardian.com/world/2020/apr/10/tech-giants-struggle-stem-infodemic-false-coronavirus-claims
https://www.who.int/news-room/events/detail/2020/06/30/default-calendar/1st-who-infodemiology-conference
https://www.who.int/news-room/events/detail/2020/06/30/default-calendar/1st-who-infodemiology-conference
https://apps.who.int/iris/bitstream/handle/10665/334287/9789240010314-eng.pdf
https://apps.who.int/iris/bitstream/handle/10665/334287/9789240010314-eng.pdf
https://www.who.int/docs/default-source/coronaviruse/situation-reports/20200202-sitrep-13-ncov-v3.pdf
https://www.who.int/docs/default-source/coronaviruse/situation-reports/20200202-sitrep-13-ncov-v3.pdf

