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Abstract
This study analyzes misinformation claims sent to fact-checking organizations on WhatsApp during the 2022 Brazilian general election and com-
pares themwith content from Twitter and Kwai (a popular video-sharing application similar to TikTok). Given the democratic importance of accurate
information during elections, multiple fact-checking organizations collaborated to collect and respond to misinformation via WhatsApp tiplines
and power a fact-checking feature within a chatbot operated by Brazil’s election authority, the Tribunal Superior Eleitoral (TSE). We partnered with
TSE and three fact-checking organizations and collected social media data to study how misinformation claims propagate across platforms. We
observed little overlap between the users of different fact-checking tiplines and a high correlation between the number of users and the amount
of unique content, suggesting that WhatsApp tiplines are far from reaching a saturation point. Similarly, we also found little overlap in content
across platforms, indicating the need for further research with cross-platform approaches to identify misinformation dynamics.

Introduction
User-generated content platforms are shaped by their users
and designs. Adoption of platforms is uneven across demo-
graphics (Jungherr, 2018; Ruths & Pfeffer, 2014), and this
can easily lead to unique content on each platform. The
unique designs of platforms also signal different affordances
(Gibson, 1979), which could lead to unique content. For
example, it is clear that Instagram favors visual content, Face-
book favors longer-form text, and Twitter favors shorter-form
content. While many studies of online misinformation focus
on one platform—often Twitter (now X), which has gener-
ally been over-researched to the detriment of other platforms
(Cihon & Yasseri, 2016)—the spread of misinformation is
not constrained by platform boundaries. Instead, it flows and
transforms across different digital environments, influenced
by platform-specific affordances, user behaviors, and social
contexts (Litt, 2012; Norman, 2013).

Many people use multiple platforms in their everyday lives
(Blank, Dutton, & Lefkowitz, 2020), and these users are
embedded in various environments and social contexts with
a range of interactions with other individuals both online and
offline (Lamb, King, &Kling, 2003). Using multiple platforms
provides a possible mechanism for the same content to spread
across platforms. In some settings, for example, it is common

to find screenshots of Twitter posts on Instagram (Asian Amer-
ican Disinformation Table, 2022). These different dynamics
underscore the importance of investigating misinformation
not just within single platforms but also in its movement and
mutation across different platforms.

As the fourth-largest democracy in the world and a coun-
try with significant Internet penetration (Cetic.br, 2021), the
Brazilian general elections present a good opportunity to
investigate political misinformation at scale. We partnered
with Brazil’s election authority, the Tribunal Superior Eleitoral
(TSE), and fact-checking organizations to obtain misinforma-
tion claims related to the 2022 general elections and collected
social media data from Twitter (now X) and Kwai (a popu-
lar video-sharing app similar to TikTok). In this article, we
focus specifically on potential misinformation claims, which
we operationalize as content citizens submit to chatbot tiplines
run by fact-checking organizations or the TSE. Instead of
investigating the veracity of claims ourselves, our primary goal
is to perform a descriptive analysis of the claims and measure
how unique the claims circulating on each platform are.

To the best of our knowledge, this article is the first
large-scale analysis of misinformation using data from Kwai,
Twitter, and WhatsApp. Overall, we find that the unique
characteristics of each platform influence the specific content
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circulating. These differences complicate large-scale quanti-
tative comparisons, and this article highlights areas where
further algorithmic development is needed. While there is
overlap across the platforms and the heavy-tailed patterns
often observed in collective human behavior (Margetts, John,
Hale,&Yasseri, 2015) can be observed here, we also find clear
differences between platforms.

Related Work
Cross-platform Misinformation
Scholarship about “misinformation” online appears only a
few years after the first graphical web browser: Hernon (1995)
defines disinformation as a “deliberate attempt to deceive or
mislead” andmisinformation as “an honest mistake” (p. 134).
As Internet use has grown, so too has scholarship on the topic
(Ha, Andreu Perez, & Ray, 2021), and various alternative
definitions have been proposed. Similar to other scholars, we
use “misinformation” as an umbrella term for any misleading
content regardless of the author’s intentions (see, e.g., Pantazi,
Hale, & Klein, 2021).1

Misinformation is not a problem exclusive to the Inter-
net (Altay, Berriche, & Acerbi, 2023). There are a variety of
psychological processes at play in the spread of misinforma-
tion including excess gullibility and excess vigilance (Pantazi,
Hale, & Klein, 2021). At the same time, motivated reason-
ing or directional motives—that is, the desire to arrive at a
specific conclusion—also play a role, specifically in political
misinformation (Jerit & Zhao, 2020).

Similarly, as people often access multiple platforms and are
embedded across a range of environments and social contexts
(Lamb, King, &Kling, 2003), scholars also emphasize the role
of group identities and moral emotions in shaping political
beliefs and behaviors online (Pereira, Harris, & Van Bavel,
2023; Rathje, Van Bavel, & Van Der Linden, 2021; Van Bavel,
Rathje, Vlasceanu, & Pretus, 2024). This perspective suggests
that people are not only influenced by platform affordances
but also by their social identities and emotional engagements
with content. For instance, partisan alignment can intensify
misinformation sharing, driven by loyalty to group narra-
tives rather than platform-specific features (Osmundsen, Bor,
Vahlstrup, Bechmann, & Petersen, 2021).

Moreover, the design of social media platforms can also
influence the spread of misinformation as design can influ-
ence howmuch people think about the accuracy of the content
they are sharing (Pennycook et al., 2021). More broadly, the
design of user interfaces influences what actions users perceive
are available for them and the intended uses of a platform
(Gibson, 1979; Norman, 2013).

All these factors form a complex web of interactions.
We argue that while the design of social media platforms
guides user actions and perceived platform purposes (Gib-
son, 1979; Norman, 2013; Pennycook et al., 2021), it is the
interplay of these designs with users’ social identities and
pre-existing motivations (Osmundsen, Bor, Vahlstrup, Bech-
mann, & Petersen, 2021; Pereira, Harris, & Van Bavel, 2023)
that shapes the information sharing landscape. A compre-
hensive analysis of this phenomenon must therefore consider

1 We include studies of “fake news” but refrain from using the term here
given its imprecision and politicization (Brummette, DiStaso, Vafeiadis, &
Messner, 2018).

the complex interplay of affordance theory, social identity,
emotional engagement, and group dynamics.

The concept of imagined audiences (Litt, 2012) and the
interplay of social identity and platform design (Pennycook
et al., 2021; Pereira, Harris, & Van Bavel, 2023) suggest
that while the core of a misinformation claim might remain
constant, its presentation, emphasis, and framing could vary
significantly across platforms. These variances are pivotal
in understanding how misinformation resonates and spreads
within different communities.

Recent work on cross-platform content sharing describes
media ecosystems—or “echo-systems” (Starbird et al.,
2018)—as rife with a large degree of content overlap between
platforms, but also with content being adapted, shared, and
remixed across platforms, not only organically, but often as
part of disinformation campaigns—something that is often
hard to quantify due to the many forms in which a piece
of content might be presented (Starbird et al., 2018; Thor-
son et al., 2013; Wilson & Starbird, 2020). This cross-talk
between different digital spaces demands a more nuanced
approach to studying misinformation, one that encompasses
the entire digital ecosystem rather than isolated platforms.

Social Media Platforms and the 2022 Brazilian
Election
Our study is set during the 2022 Brazilian election. The first
round of voting was held on 2 October and included elections
for the houses of the Brazilian Congress, state governors, and
the president. After the first round, no presidential candidate
captured over 50% of the ballots cast, and a run-off election
was conducted on 30 October between the top two candi-
dates: Luiz Inácio Lula da Silva (former president of Brazil,
from 2003 to 2010) and Jair Bolsonaro (elected in 2018, seek-
ing re-election). Ultimately, Lula da Silva was elected for his
third mandate, defeating the incumbent Bolsonaro. Similar to
many recent democratic elections, the run-up to the Brazilian
general elections was rife with claims of illegitimacy of the
electoral process, as well as misleading information regarding
multiple aspects of Brazilian politics (Rossini, Mont’Alverne,
& Kalogeropoulos, 2023; Tarouco, 2023).

Social media platforms are a critical part of contemporary
Brazilian politics, serving as both a catalyst and a conduit for
political discourse, activism, and misinformation (Dwoskin,
2023; Reis, Melo, Garimella, & Benevenuto, 2020; Reis,
Garimella, Almeida, Eckles, & Benevenuto, 2020; Resende
et al., 2019). Of the Brazilian population aged 10 or older,
81% were Internet users in 2021 (Cetic.br, 2021) and What-
sApp is by far the most used platform in Brazil (Paiva, 2020):
It is installed in over 99% of smartphones in Brazil (Paiva,
2020) and 57% of Brazilians are using it for news consump-
tion or as a source of political information (Anita Baptista,
Rossini, Veiga de Oliveira, & Stromer-Galley , 2019; New-
man, Fletcher, Robertson, Eddy, & Nielsen, 2022). In addi-
tion to WhatsApp, surveys show that Twitter and Kwai have
considerable userbases in the country (Gava, 2022; Kemp,
2022; Paiva, 2022).

Concerned with the spread of online misinformation dur-
ing the electoral period, Brazil’s TSE signed agreements with
WhatsApp, Twitter, Kwai, and other major platforms to
fight misleading content about the electoral processes of the
2022 general elections. We briefly contextualize each social
platform analyzed.
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WhatsApp is Brazil’s most popular application and the
second most popular app for news consumption (Newman,
Fletcher, Robertson, Eddy, & Nielsen, 2022). Previous stud-
ies have documented the role of WhatsApp groups and bulk
messages for misinformation networks in the 2018 general
elections (Machado, Kira, Narayanan, Kollanyi, & Howard,
2019; Resende et al., 2019). Brazilian media outlets and gov-
ernment authorities have responded to misinformation spread
on WhatsApp by creating their own chatbot tiplines to receive
and fact-check claims submitted by citizens. These tiplines are
accounts on WhatsApp to which users can send possible mis-
information content and questions and, in exchange, receive
fact-checks and trusted information (Johansson et al., 2022).
In 2022, the TSE partnered with WhatsApp for the 2022
elections. The partnership included WhatsApp’s support in
developing a chatbot tipline for this purpose (TSE, 2022). The
WhatsApp data we analyze come from anonymous questions
submitted via that fact-checking feature and similar tiplines
implemented by three Brazilian fact-checking initiatives.

Kwai is owned by Kuaishou Technology, a Chinese com-
pany which operates a short video platform known as Snack
Video in South Asia and Kwai in Latin America. Kuaishou’s
platforms now have more than one billion users globally. The
company opened its Brazilian branch in 2019 and claimed to
have 45 million monthly active users in Brazil during the 2022
general election, most located in less economically privileged
regions in Brazil (Deck &Marasciulo, 2022). We are unaware
of any prior peer-reviewed scholarship on Kwai.

Twitter (now X) had about 19 million estimated users in
Brazil during the 2022 elections (Kemp, 2022). Although not
as popular as WhatsApp and Kwai, Twitter has a number of
important features. The platform is popular among key actors
with influence on public opinion, including politicians, jour-
nalists, researchers, activists, and company executives. Twitter
was intensively used for political debate in the 2018 general
elections, and the role of bots or automated accounts in mis-
information networks has been documented by researchers
(Recuero, 2020). In its agreement with the TSE for the 2022
elections, Twitter agreed to activate search prompts and warn-
ings with official information on top of contents related to
the elections, create special content, and provide follow-up on
misinformation denunciations made by the TSE.

Research Questions
We collected data from Twitter and Kwai and partnered with
Brazil’s election authority, the TSE, and three fact-checking
organizations to collect data from WhatsApp chatbot tiplines.
These tiplines were designed to receive misinformation claims
from citizens and facilitate fact-checking. We perform a
descriptive analysis of the datasets—examining the formats
and content of popular misinformation claims—and compare

the overlap of these claims among WhatsApp tiplines and
these two major social platforms.

We investigate two research questions:

RQ1 To what extent does information overlap between
fact-checker WhatsApp tiplines and the WhatsApp bot
provided by Brazil’s election authority during the 2022
Brazilian elections?

RQ2 What overlap is there between misinformation sent
to fact-checker WhatsApp tiplines with content found on
Twitter and Kwai during the 2022 Brazilian elections?

Each organization we studied runs its own tipline, and each
has its own audience and unique organizational environment
(Lelo, 2022). Examining the overlap between the content sent
to different fact-checkers or to the TSE bot (RQ1) will help
us to understand how homogenous content is across differ-
ent tiplines. If the content is quite diverse, it will suggest that
each tipline captures only a small proportion of possible mis-
information on WhatsApp. We also extend this exploration
to a cross-platform context (RQ2), examining the information
overlap across WhatsApp, Twitter, and Kwai during the 2022
Brazilian elections. Given the national focus on the election
in Brazil and the fact that many people use multiple plat-
forms, it is possible for similar misinformation content to exist
on all three of our platforms. Analysis of public group and
tipline data in the 2019 Indian elections found tiplines cap-
ture a significant proportion of popular content and identify
that content quickly—often before it spreads in large groups
(Kazemi, Garimella, Shahi, Gaffney, & Hale, 2022).

On the one hand, affordance theory suggests each platform
will have unique characteristics and contain unique misin-
formation based on the respective affordances. On the other
hand, the fact that many people use multiple platforms in
their everyday lives points provides a mechanism for con-
tent to spread from one platform to another, suggesting a
higher degree of overlap. The answers to these questions have
important practical implications for misinformation response:
If misinformation is relatively homogeneous across different
platforms, then fact-checking organizations (and researchers)
can monitor whatever platforms are most accessible. In con-
trast, if misinformation is relatively unique per platform, there
is a greater need for gathering content in platform-specific
ways.

Data and Methods
Table 1 shows a summary of the data sources. Twitter and
WhatsApp posts include text, images, and videos, whereas
Kwai posts comprise only videos and text for the video
descriptions.

Table 1. Data Collection Methods and Statistics for Social Media Platforms

Method Date range (inclusive), in 2022 No. of posts Users

Twitter September 20, 2022–November 10, 2022† 53,831,265 4,217,513
Kwai October 8, 2022–November 26, 2022 23,737 13,068
WhatsApp (tiplines) September 1, 2022–November 15, 2022 49,422 14,959
WhatsApp (TSE bot) September 1, 2022–November 15, 2022 223,621 Unknown‡

†Twitter data collected between September 20, 2022–October 6, 2022 and October 21, 2022–November 10, 2022.
‡The TSE bot was anonymous and hence the number of unique users is unknown.

D
ow

nloaded from
 https://academ

ic.oup.com
/ijpor/article/36/3/edae032/7709027 by Exeter M

edical Library user on 31 July 2024



i
i

“edae032” — 2024/7/8 — 10:59 — page 4 — #4 i
i

i
i

i
i

4 INTERNATIONAL JOURNAL OF PUBLIC OPINION RESEARCH

10
5.8

10
6

10
6.2

10
6.4

Oct 01 Oct 15 Nov 01

Date

N
u

m
b
e
r 

o
f 

tw
e

e
ts

Figure 1. Volume of filtered, election-related tweets during the study period. Only original tweets in Portuguese are included (i.e., retweets are excluded).

We analyze anonymized WhatsApp data from three fact-
checking organizations and the chatbot operated by the TSE.
Our data include 49,422 submissions to fact-checker tiplines
from 14,959 unique users as well as 223,621 submissions
from an unknown number of TSE bot users between Septem-
ber 1 and November 15, 2022. All WhatsApp data are anony-
mous: Phone numbers were replaced with random IDs before
we received the data and no other metadata beyond the times-
tamp were included in the data made available to us for
analysis. Given the end-to-end encryption of WhatsApp, it is
impossible to know exactly how representative any collection
of messages is.

Although Kwai does not have an official API, we found a
third-party service with APIs for the platform.2 We used this
service and validated it by comparing its data in real-time with
the search results provided by queries run by a Kwai user in
Brazil on October 23, 2022, using the same keywords. We
found that the top videos suggested and their metrics were
identical. We ran queries to this API with our location set to
Brazil between October 8 and November 26, 2022. We added
search keywords incrementally and found the results were sen-
sitive to accents and capitalization. To account for this, we
created variations for some of the search terms. We collected
589,878 search results and group them by user and video
identification variables. This means that videos published by
distinct usernames count as different posts. The search results
corresponded to 35,701 unique videos. After preprocessing to
remove empty and duplicate video descriptions, we identify
15,017 video descriptions that were used to cluster textual
data in Kwai.

We capture tweets from Twitter using elevated access to its
streaming API, which allowed us to avoid any rate limits. We
capture tweets using a list of terms related to Brazilian politics

2 https://rapidapi.com

that were initially sourced from news, Wikipedia, and social
media content about the elections at the start of September
2022. After one day of content was captured, we analyzed
the frequencies of unigrams, bigrams, and trigrams to identify
additional terms to track. In total, 128 terms were tracked
from September 20 to October 6, 2022, and from October
21 to November 10, 2022. The period in between was not
tracked due to a data outage. The terms matched between 460
thousand and 2.7 million tweets per day. We filter all tweets in
a second pass and discard all retweets. We detect the language
of each tweet by first removing URLs and mentions and then
applying the compact language detector (CLDv3).3 Tweets not
in Portuguese are discarded from our dataset. This results in a
total of 53.8 million tweets from 4.2 million unique users. We
find an average of approximately 800,000 original tweets per
day. The volume of tweets over time shows two clear peaks
corresponding with the elections (Figure 1).

Vectorization and Clustering
We represent text contents from WhatsApp, Kwai, and Twit-
ter as dense vectors using a sentence-transformers MPNet
language model trained to produce semantic sentence embed-
dings.4 This model produces similar embeddings (i.e., vectors)
for content with similar meanings even if the content uses
different words (Reimers & Gurevych, 2019).

We use these embeddings when comparing within each plat-
form and across the platforms. We compare all items to each
other using cosine similarity and group items that are very
similar. Our goal is to only group items that are really making
the same claim, and we expect many items will be in a cluster

3 https://github.com/google/cld3
4 https://huggingface.co/sentence-transformers/paraphrase-multilingual-

mpnet-base-v2
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by themselves. Therefore, we use single-link hierarchical clus-
tering, which allows us to set a similarity threshold for how
similar two items need to be to group together. This contrasts
with k-means clustering, where the number of clusters (k) is
specified and items often end up in larger clusters. Based on
a manual examination of our dataset and previous work on
this field (e.g., Kazemi, Garimella, Gaffney, & Hale, 2021),
we use a threshold of 0.875. This approach to text cluster-
ing has been used and validated in previous misinformation
research on WhatsApp (e.g., Kazemi, Garimella, Gaffney, &
Hale, 2021).

In our initial testing, we found that capitalization, punc-
tuation, and missing diacritics negatively affected our ability
to match content across platforms. In particular, fact-checks
often contained correct capitalization and diacritics, while
social media content did not. To overcome this and make con-
tent more comparable, we took the text of each post, removed
URLs, lower-cased all words, removed all punctuation, and
replaced accents and other diacritics with their closest ASCII
equivalent (e.g., we replaced “á” with “a”).

We clustered similar images using PDQ image hashing and
similar videos using Temporal Match Kernel (TMK) embed-
dings. Both algorithms were developed by Meta Research to
identify similar multimedia content and are described in detail
in a whitepaper available online.5 PDQ is a perceptual hash-
ing algorithm that can identify similar pictures even if they
have different file format or minor alternations. We calculate
a normalized Hamming distance and use one minus this dis-
tance as a similarity measure. In line with previous research
and theMeta whitepaper, we use a threshold of 0.7 for cluster-
ing images. PDQ is also employed by Reis, Melo, Garimella,
and Benevenuto (2020) in their study of image sharing on
WhatsApp.

We used TMK embeddings to compare the videos received
on WhatsApp tiplines (including those forwarded by the TSE
tipline) to Kwai videos. TMK embeddings only consider the
visual portion of the video and not the audio. In addition to the
TMK embeddings, we use the related tmk-clusterize exe-
cutable provided by Meta to identify clusters of videos. We
use similarity thresholds of 0.7 for both the level-1 and level-
2 thresholds in accordance with the whitepaper produced by
Meta.6 TMK is a C++ library, but we develop and release
open-source Python bindings to make it easier to calculate
TMK embeddings in Python.7

Analysis
WhatsApp Tiplines
To measure the information overlap between the three fact-
checker WhatsApp tiplines (RQ1), we adopt the following
metrics and tests. First, we count the frequency of messages
according to their type (video, images, link, text, or audio),
pseudonymous author IDs, and dates. We also measure the
overlap in users between tiplines.

One challenge in crowdsourcing the identification of mis-
information via tiplines is building an active user base that
will forward dubious content to fact-checking organizations.

5 https://github.com/facebook/ThreatExchange/blob/main/hashing/hash-
ing.pdf

6 We confirm that a more stringent threshold of 0.9 does not significantly
change the results.

7 https://github.com/meedan/tmkpy

The relationship between the size of a tipline audience and the
amount of novel content is unclear: Having a larger audience
may simply result in multiple submissions of the same claim
rather than the identification of new misinformation claims.
We investigate this relationship in three ways: (1) we mea-
sure the overlap in users between tiplines for different types of
messages; (2) we analyze the cumulative distributive function
(CDF) of the number of messages per user and the number of
items per cluster (cluster sizes); and (3) we randomly re-order
users and consider the amount of novel content we could find
with different subsets of random users.

We also compare data from the fact-checkers’ tiplines to the
messages received by the TSE. The comparison assesses the
total, length, and type of messages in both data sources. We
examine the overlap and correlation of messages in the TSE
Tipline section.

Kwai Videos and Descriptions
To understand to what extent information sent to fact-checker
WhatsApp tiplines exists on Kwai (RQ2), we first perform a
descriptive analysis of the data collected from Kwai, describ-
ing overall characteristics and the most important semantic
clusters for the text descriptions of videos that circulated in
this platform during the election. Videos without descriptions
were omitted for this part of the analysis. We also cluster
the videos and examine their overlap with the videos sent to
fact-checkers via WhatsApp.

Twitter Text
To understand to what extent information sent to fact-checker
WhatsApp tiplines exists on Twitter (RQ2), we select a repre-
sentative message from the largest four clusters of WhatsApp
messages sent to fact-checker tiplines. Then, we embed these
top WhatsApp messages and all tweets, and select any pairs
with cosine similarity above 0.7.

Manually inspecting the Twitter messages revealed that the
semantic matches were often noisy. The messages sent to the
WhatsApp tiplines were often very long—in fact, they often
exceeded the 280-character limit that Twitter imposes—and
this may, in part, explain the poor quality of the matches
between the two platforms. To overcome the noise in the
results, we further filtered the close semantic matches using
keywords and manual inspection.

Results
Comparison of WhatsApp Tiplines
Fact-checker Tiplines
We start by examining the 49,422 submissions made to the
three Brazilian fact-checkers’ WhatsApp tiplines. Most items
submitted to the tiplines are videos (16,604) and images
(11,463), followed by hyperlinks (11,363), text messages
(8,613), and audio messages (1,379). We exclude 1,914 short
text messages of less than 5 characters for the remainder of
the analysis.

The submissions were made by 14,959 unique users. The
number of unique items submitted per tipline user appears
to be heavy-tailed (Figure 2, left). While 54% of users each
submitted only one piece of content, the most active tipline
user submitted 299 content items. Overall, only 5% of users
are responsible for 41% of the unique items submitted to the
tiplines.
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Figure 2. Left: The cumulative distribution function (CDF) comparing how many users (y-axis) submitted how many messages (x-axis) to the WhatsApp
tiplines. While 54% of users sent only one message, the most prolific user sent 299. Right: The CDF comparing the number of clusters (y-axis) to their
sizes (x-axis) on the WhatsApp tiplines. While 78% of clusters have only one item, the largest cluster has 858 instances of people thanking fact-checkers
and the second largest has 210 instances of a video. Note that x-axes for both plots use log-10 scales.

Figure 3. Left: Number of tipline submissions per day. Right: Number of new clusters appearing per day in the fact-checkers’ misinformation tiplines.

We find the number of submissions per day to the tiplines
varied considerably (Figure 3, left). There were pronounced
peaks on the days of the two elections as well as another peak
just after the run-off election. Manual inspection of content
during this post-election peak revealed it was largely people
inquiring about the results. The amount of novel content—
represented by the number of new clusters (Figure 3, right)—
follows a similar pattern to the number of daily messages,
suggesting new messages often brought new content.

In general, we found little overlap between the users of
different tiplines. Of the 6,383 users who submitted two or
more messages, 93% submitted all their messages to the same
tipline, 7% submitted at least one message to two tiplines, and
0.6% submitted messages to all three tiplines.

We find that novel textual content grows approximately lin-
early with the number of unique users (Figure 4). The empiri-
cally observed distribution is shown in blue, and 100 random
re-orderings are shown in dashed pink lines. This relation-
ship holds when considering all items (left) or only items that
were fact-checked (right). The linear relationship suggests that
more tipline users would likely lead to new content that would
not otherwise be observed.

We manually examined the largest clusters of messages and
found they were often video or long, forwarded text messages.
We discarded a few large clusters that were greetings (e.g.,

“Bom dia”), expressions of gratitude to the fact-checkers, or
spam.

The largest remaining cluster is 210 copies of a video falsely
alleging that one’s vote will not be counted if they press “Con-
firm vote” too quickly at the confirmation stage on the voting
machine.

The next largest cluster is of 175 similar text messages.
The messages in this cluster are on average 3,945 charac-
ters long and tell a “first-hand account” of alleged corruption
and bribing of the TSE without which Bolsonaro would have
supposedly won the election.

There are further clusters of videos making false allegations
about discarded votes in Curitiba (134 videos) or fraudulent
ballots being prepared by a political party in advance (131
videos).

Then 122 requests are about video where an influencer and
self-titled leader of the New Aeon Church of Lucifer claims
that different religions and entities linked to Satanism and
Luciferianism had come together to guarantee the PT’s victory
in the first round of voting.

The next largest cluster is one of the 114 text messages alleg-
ing that “dead people voted for Lula.” The average length
of the messages in this cluster was 807 characters. After the
initial allegation, the messages listed the names of various
cities, their number of inhabitants, and the number of votes
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Figure 4. The relationship between the number of users and the amount of novel content (number of clusters) is mostly linear in the empirical data (solid
blue line) and in random re-orders (pink dashed lines). The relationship is similar when considering all content (left) or only content that leads to a published
fact-check (right).

cast for Lula. In each case, the number of votes cast for Lula
was higher than the number of the inhabitants listed. The mes-
sages concluded by saying “there are 192 more Brazilian cities
in which the dead resurrected to vote for Lula.”

Other large clusters of text messages shared election polling
predictions (94 messages), long lists of the good things Bol-
sonaro did for Brazil (77 messages), and “news” that protests
had been successful in creating a new court that would oversee
the Supreme Federal Court or STF (74 messages).

TSE Tipline
The data sent to the fact-checking feature of the TSE What-
sApp bot had far more text queries than the misinforma-
tion tiplines operated by fact-checkers. Between September 1,
2022, andNovember 15, 2022 inclusive the TSE fact-checking
feature received 223,621 queries. The majority, 83%, are text
messages, while videos account for 7%, images for 6%, and
audios for 3%. This is partly explained by the fact that the fea-
ture only accepted text messages when it first launched. Mul-
timedia messages were accepted from September 21, 2022.

The text messages sent to the TSE bot are also significantly
shorter on average than those sent to the fact-checker tiplines.
While the fact-checker tipline text messages have an average
length of 637 characters (SD: 1,152), the text messages sent
to the TSE bot have an average of 35 characters (SD: 57). In
contrast to the long messages sent to fact-checkers, the TSE
messages often reassemble search queries. The largest clus-
ter is short variations of “ballot security” (“segurança das
urnas”) with 7,211 messages, but it must be noted that this
was given as an example query by the bot, and some peo-
ple clearly copied and pasted the example to try out the bot.
In some instances the quotations marks around the phrase
or the word “exemplo” [example] are included. Neverthe-
less, there are 204 variations of this query, suggesting that
there was also genuine interest. There are also 956 searches
for “fraude nas urnas” [ballot fraud]. The other top clusters
include “[e-]título” (“voter id,” 3,084 messages), “justificar
voto” (“justifying vote,” 1,997 messages), “local de votação”
(“place of voting,” 1,762), and “voto em trânsito” (“vote in
transit,” 1,572). Despite being told the fact-checking feature
was exclusively for concerns about the integrity of the elec-
tions, there are messages about candidates as well: “Lula” was
submitted 857 times and “Bolsonaro” 780 times. Variations

of “Lula ladrão” [Lula thief] and “Lula é inocente?” [Is Lula
innocent] were sent 2,858 times. After the elections, searches
for “resultado” [result] increased with 751 queries overall.

Overall, overlap with the fact-checking misinformation
tiplines is low. Of the 8,389 videos appearing across the
tiplines and TSE bot, only 1,533 (18%) appear in both. Sim-
ilarly, only 1% of images and less than 0.01% of text claims
appear in both sources. For the items appearing in both
the tiplines and the TSE bot, there is a weak, but positive
and statistically significant correlation between the number
of appearances in both (Figure 5). The correlation is .67 for
videos, .55 for images, and .32 for text messages.

Kwai and WhatsApp
We identified 13,068 unique Kwai users. As in the What-
sApp data, the distribution of posts per user is heavy-tailed:
82% of the users appear in our dataset with just one post
and 10% with two. One user had 223 videos in our dataset
and ran a channel exclusively dedicated to the Brazilian elec-
tions.

We embed the video descriptions and manually inspect
the largest clusters. We find 9,068 semantic clusters for the
15,017 video descriptions. The largest cluster contains 301
posts, and its keywords mirror the broad topic of our research
(“Eleicoes2022” and variations). The second most important
cluster identified has 85 posts and contains words associated
with the Brazilian army (“exercito”). For comparison pur-
poses, the top clusters associated with the words “Lula” and
“Bolsonaro” had 55 and 54 posts, respectively.

To compare the video content present in the WhatsApp and
Kwai datasets, we produced TMK embeddings for all 35,701
videos from both data sources and used the tmk-clusterize
executable to cluster those embeddings, with the recom-
mended .7 threshold for both level-1 and -2 similarity mea-
sures. We find that increasing the threshold to a more stringent
value of .9 does not result in any relevant difference in our
results, suggesting that the findings are robust to a range of
threshold choices. In total, we find 20,887 clusters, of which
17,364 are singleton clusters, i.e., clusters with only one video.
Of those 17,364 singleton clusters, 6,338 videos are from
WhatsApp, and 11,026 videos are from Kwai (a 36%/64%
split). The left panel of Figure 6 shows a histogram of cluster
size for all clusters.
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Figure 5. Overlap between content submitted to the tiplines and TSE is low, but there is a weak, positive correlation between the number of times a
video, image, or text item is sent to the TSE bot and the misinformation tiplines.

Figure 6. Left: Distribution of cluster sizes for the clusters of TMK embeddings of videos from WhatsApp and Kwai. Right: Histogram of the percentage
of WhatsApp videos per cluster, for the 320 clusters with 10 or more videos.

For the non-singleton clusters, we find that the majority of
clusters are composed of either nearly 100% of Kwai videos
or nearly 100% of WhatsApp videos. This is illustrated on
the right panel of Figure 6, which shows a histogram of the
percentage of WhatsApp videos per cluster for the 320 clus-
ters with 10 or more videos: The distribution is bimodal, with
the two largest peaks corresponding to clusters that are com-
posed of videos exclusive to Kwai (corresponding to 32.2%
of clusters) or exclusive to WhatsApp (49.7% of clusters).

Twitter and WhatsApp
We find embeddings and existing claim-matching algorithms
have low precision for claim-matching the long WhatsApp
text messages with short Twitter posts. As a result, we use
a combination of quantitative methods and manual anal-
ysis to investigate the prevalence of the top four What-
sApp text messages on Twitter. The top cluster of text mes-
sages on WhatsApp alleges corruption at the Ministry of
Justice or the TSE. The messages in this cluster made use
of phrases such as “se as pessoas soubessem o que acon-
teceu nos bastidores do TSE ficariam enojadas” [If people
knew what happened behind the scenes at TSE they would

be disgusted] or, “se as pessoas soubessem o que aconte-
ceu no ministerio da justica ficariam enojadas” [If people
knew what happened at the Ministry of Justice they would
be disgusted.

The expression “If people knew X, they would be dis-
gusted” is a long-standing snowclone (a phrasal template or,
effectively, a meme) in Brazil.8 It dates back to misinformation
claims related to the 1998 World Cup and has been adapted
by Brazilian Internet users in various contexts since then.Most
tweets in this cluster were short, often repeating the sentence
with little variation and no further detail—probably due to the
meme status of the sentence. We examined the results returned
by the semantic models and then filtered them to only those
containing “enojadas” and “pessoas soubessem.” With this
filtering, we found 23 matching tweets. The oldest matching
tweet in our data was published on October 3, 2022, while
the first occurrence of the message in the WhatsApp tiplines

8 The term “snowclone” was introduced by American linguists Geof-
frey K. Pullum and Glen Whitman to describe textual templates and cliché
frames (Pullum, 2004).
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was on September 5. While the matching tweets often do not
provide any real detail, the WhatsApp messages are longer
and contain lists of claims about bribes, corruption, and other
unsubstantiated assertions.

The second largest cluster of WhatsApp text messages is
about “cidades que ate os mortos votaram em lula” [cities
where even the dead voted for Lula]. After manual inspec-
tion, we filtered messages returned with the semantic models
to only those containing “mortos” [dead] and “votar” [vote]
and found 284 matching tweets. The earliest was published
at 1:28 am UTC on October 4, 2022, while the earliest sub-
mission on the WhatsApp tipline was sent a little less than
an hour earlier at 00:48 am UTC on the same day. While
the first tweet on Twitter was labeled as “misleading” and
could no longer be found when searching for “cidades que ate
os mortos votaram em lula” on the Twitter website despite
that exact phrase appearing in the tweet. Nonetheless, at the
time of writing in January 2023, there were many very sim-
ilar tweets with the same phrase that were not labeled as
misleading (Figure 7). One tweet accessible via the search
feature on Twitter includes screenshots of the messages on
WhatsApp.

The third largest WhatsApp cluster was a message describ-
ing (incorrect) partial poll results in each Brazilian state, and
asking other WhatsApp users to share the content with their
friends and Bolsonaro supporters. It claims that mainstream
news sources and social media platforms would not publicize
the results otherwise. The matches in this cluster are mixed:
The top matches in the cluster, i.e., the tweets with the highest
similarity to the WhatsApp message, state support for Bol-
sonaro but do not mention any polls. Further matches, on
the other hand, mention poll results but do not always state
support for a candidate. This divide is a good illustration of
the challenge in clustering embeddings of messages of variable
length: Since many of the longer WhatsApp messages con-
tain a header or a call to action (e.g., “everybody please read
this” or “please share this message”), as well as the other con-
textual elements such as expressing support for a candidate,
semantic similarity-induced clusters are likely to reflect these

characteristics of the messages, rather than only producing
topic-centered clusters.

Finally, the fourth largest cluster is centered around aWhat-
sAppmessage listing Bolsonaro’s alleged achievements as pres-
ident. The full WhatsApp message lists 60 accomplishments
and has a length of over 3,600 characters, which is more than
10 times the 280-character limit for a tweet. In this case, even
though no single tweet accurately matches the whole list from
the WhatsApp messages, a Twitter search for parts of the list
returns multiple tweets containing the individual claims on the
list, as well as Twitter threads containing multiple tweets, each
with one or a few claims from the list.

Discussion
Our investigation into the 2022 Brazilian general elections
reveals the multifaceted nature of misinformation across
different platforms. While common claims exist across What-
sApp, Kwai, and Twitter, their presentation varies signifi-
cantly consistent with affordance theory (Gibson, 1979).

Political engagement through WhatsApp in Brazil (Milan
& Barbosa, 2020; Rossini, Baptista, Oliveira, & Stromer-
Galley, 2021) and the spread of deceptive information during
Brazilian elections (Machado, Kira, Narayanan, Kollanyi, &
Howard, 2019; Resende et al., 2019) have been extensively
documented. Results from a survey with Brazilian users show
how both factors are intertwined: Participating in political
groups on WhatsApp is correlated with belief in electoral
misinformation (Rossini, Mont’Alverne, & Kalogeropoulos,
2023). Therefore, combating misinformation online, includ-
ing social media and messaging apps, was the top priority for
fact-checking organizations during the 2022 elections (Cazza-
matta & Santos, 2023). The misinformation tiplines we study
here run by the TSE and fact-checking organizations during
the 2022 elections offer a privacy-preserving way to discover
and respond to misinformation in closed messaging spaces.
Unlike searching open social media, tiplines depend on citizen
participation.

Figure 7. Tweets alleging there where “cities where even the dead voted for Lula.” While some tweets were labeled as misleading (left) and others were
not (right).
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Our comparative analysis of WhatsApp tiplines revealed
that most users submit only one message, although a smaller
number of “power-users” submit many messages. This dis-
tribution mirrors the heavy-tailed patterns found for content
creation on other platforms (e.g., Panciera, Halfaker, & Ter-
veen, 2009) and online political participation more generally
(Margetts, John, Hale, & Yasseri, 2015). Of the users who
submit multiple messages, most interact exclusively with one
tipline, which provides initial evidence to suggest that each
fact-checking organization serves a different audience. This
further suggests that the misinformation sent to each tipline
will be biased by the characteristics of each fact-checking orga-
nization’s audience and not representative of misinformation
from the whole political spectrum. We found that the amount
of unique content is highly correlated with the number of
users, suggesting that WhatsApp tiplines are not reaching a
saturation point: as the number of users interacting with a
tipline increases, so too does the amount of novel, unseen
content.

While there are common claims across the platforms
included in this study, there are also significant differences
across platforms. Our finding of limited overlap in the videos
on Kwai and WhatsApp might come as a surprise to What-
sApp researchers who anecdotally observe Kwai videos circu-
lating on WhatsApp. However, it is important to remember
that the WhatsApp dataset we analyze is not a sample of
WhatsApp public groups, but rather a collection of crowd-
sourced (or crowd-selected) content sent to fact-checking
tiplines. Similarly, since Kwai does not offer a programmable
interface for accessing public content, the Kwai videos ana-
lyzed might not be representative of all election-related con-
tent on the platform.

Our detailed analysis of specific misinformation clusters
reveals the nuanced differences in content across platforms.
The use of the “snowclone” phrasal template in WhatsApp
messages and its brief appearances on Twitter exemplify how
the same core message adapts to platform constraints and
user behaviors. The longer format of WhatsApp allows for
elaboration and multiple claims, whereas Twitter’s character
limit often reduces these messages to their most basic and
meme-like form. This adaptation of content across platforms
is a clear indication of how users tailor their communica-
tion based on their perceived audiences. This is influenced by
platform-specific characteristics as well as by the groups users
participate in and how they see themselves relating to them
(i.e., their social identities), their emotional engagement, and
group dynamics in general. Platforms with a timeline, such as
Kwai and Twitter, may allow for a more fluid imagined audi-
ence, whereas closed-group platforms such as WhatsApp cre-
ate multiple smaller audiences, allowing for multiple degrees
of belonging and enacting of a social identity.

The study highlights the importance of considering
platform-specific affordances and intrinsic differences in con-
tent presentation when analyzing the spread of misinforma-
tion claims across platforms. These differences create chal-
lenges for claim-matching algorithms (Kazemi, Garimella,
Gaffney, & Hale, 2021; Shaar, Babulkov, Da San Martino,
& Nakov, 2020) to match similar claims across different plat-
forms. While we focused on individual messages as our unit
of analysis, at times, one WhatsApp message might contain
multiple allegations. Therefore, looking at posts or WhatsApp
submissions as individual claims might not always be the right
unit of analysis, as often the same political narratives will be

spread throughmultiple versions of the same claims, eachwith
small changes in form and content across platforms, all of
which might be significantly different at an individual level
but might still be pushing a common narrative. Additionally,
the growth of video-based platforms, such as Kwai or TikTok,
demands different analytical tools than text-based platforms.
While TMK embeddings have proven useful in identifying
identical videos across platforms, they do not address seman-
tic elements of video content, i.e. when videos are on the same
topic or frame an issue in the same way. TMK embeddings
hash the visual channel of the videos and ignore audio, which
is likely to provide important context. Multimodal claim-
matching methods are an ongoing need for misinformation
response.

Conclusion
The cross-platformmovement of content, while evident in our
data, does not lead to a homogeneous set of misinformation
claims across platforms. Evenwhen content doesmigrate from
one platform to another, it is often reshaped or recontextu-
alized to fit the new platform’s affordances. Messages may
change length or format when tailored to different audiences.

Our findings have important practical implications for fact-
checkers and academics. Fact-checking organizations must
adopt approaches to discovering and tracking misinforma-
tion claims in how they are presented to their audiences on
multiple platforms. It is insufficient to monitor only the “easy-
to-access” platforms and focus on the main misinformation
claims there. Especially in Brazil where WhatsApp use is far
greater than Twitter, it is necessary to develop approaches to
identify misinformation claims directly onWhatsApp. Thank-
fully several options are developing: Fact-checking organiza-
tions can run tiplines like those used in this paper, scrape
content from large, “public” groups (Garimella & Tyson,
2018), and work with data donation initiatives.9 Overall,
we hope that our research encourages further analysis of
cross-platform misinformation, while also encouraging more
research in cooperation with fact-checking organizations.
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